
For the validation, the Epistemic Uncertainty was estimated 
based on the MC-Dropout method, which can be expressed as 
follows:

where

*K denotes the number of MC-dropout iterations.
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1) Common data augmentation techniques apply tranformations in whole dataset. However, do  we  really  need  to  increase  all the 
data interchangeably?
2) When dealing with fine-grained object recognition, such as food recognition, we often find that some images tend to be more 
complex to classify than others. So how can we discover which images are probably more complex?
3) Emphasizing data augmentation in hard samples could help the model understand its distinctive characteristics.
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Goal: To provide a data augmentation procedure that focus on complex images to guide the model learning.

SL tasks: 
Dish and cuisine
ML task:
Food categories 
#Images:
21.175
splits (train, val, test):
 72,5%, 12,5%, 15%.

MAFood-121

 Novel method for uncertainty-aware data augmentation that follows an active 
learning framework and take into account the most uncertain images to 
generate new ones. 

 The method was validated on 11 subsets of MAFood121 and shown that it isn’t 
necessary to generate data-augmented for all samples to improve performance.
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