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Motivation

1) Common data augmentation technigques apply tranformations in whole dataset. However, do we really need to Increase all the
data interchangeably?

2) When dealing with fine-grained object recognition, such as food recognition, we often find that some Images tend to be more
complex to classify than others. So how can we discover which images are probably more complex?

3) Emphasizing data augmentation in hard samples could help the model understand its distinctive characteristics.

Goal: To provide a data augmentation procedure that focus on complex images to guide the model learning.

Method

Training

Algorithm 1: UDA procedure

input: Labeled Data L, Synthetic Data S; < (),
Lower Threshold 7;, Upper Threshold 7°,, Generator
G

while we are not satisfied with the performance do

Train the classifier M; on {Ly U S, }:

for x; € Lo do

Calculate the EU (x,);

if 7} < EU(z;) < T, then

Create the synthetic image 7 with G;

Update S; < S; U {27 };

Train the classifier M, on
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Results

For the validation, the Epistemic Uncertainty was estimated R = - =
based on the MC-Dropout method, which can be expressed as ) - )
follows:
o 00 - o
EU(z¢) = - X’P{yc = Yelze) In(p(ye = Yelzt)), S = * * B et
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(c) DenseNetl69 DO

(a) ResNet50 DO (b) InceptionV3_DO

where

Fig. 4. Number of synthetic images generated after the third training cycle. The blue color represents the real images that were not used to generate the
synthetics. As for the colors orange, green and red, these illustrate the number of real images used, one, two or three times to generate synthetic images.
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A 1 k . TABLE II
;U'[ yr.' — 'H [ h) — _E-'i: p'[:yl. — 'yl._. ‘I) . RESULTS OBTAINED ON THE TEST SETS IN TERMS OF R, icro.
k=1 Method American | Chinese | French | Greek Indian | Italian | Japanese | Mexican Thai Turkish | Vietnamese
ResNet50_DO (5;) 82.07% | 89.49% | 89.49% | 90.05% | 87.37% | 79.15% | 89.36% | 79.23% | 16.88% | 91.37% | 85.49%
* - - ResNet50_DO (S2) 83.84% | 89.49% | 91.53% | 90.05% | 92.63% | 81.75% | 81.84% | 79.87% | 82,26% | 91.59% | 87.59%
K denotes the number of MC-dropout iterations. ResNet50 DO (S3) | 84.09% | 91.44% | 92.88% | 91.10% | 93,16% | 82.70% | 92,20% | 82,11% | 82.26% | 91.81% | 88.60%
ResNet50_DO (Sy) 84.34% | 91,83% | 92.20% | 92,15% | 92.11% | 83.65% | 91.49% | 81.15% | S1.18% | 92,04% | 90,16%
InceptionV3_DO (S1) | 84.60% | 90.27% | 91,.86% | 91,10% | 92.11% | 83.65% | 92,55% | 81.47% | 81,72% | 91.15% | 86,051%
M A F o o d - 1 2 1 InceptionV3_DO (So) | 87.12% | 91,05% | 92,54% | 92,15% | 92,11% | 86,73% | 92,55% | 82.43% | 82.80% | 92,92% | 86,53%
InceptionV3_DO (S3) | 87,88% | 91,44% | 9322% | 92,67% | 91,58% | 86,73% | 92,55% | 83,71% | 84.95% | 93,81% | 88.,60%
InceptionV3_DO (S,) | 87.88% | 91,44% | 93,56% | 92,67% | 94,21% | 86,49% | 9220% | 84,35% | 8548% | 93,14% | 89,64%
. Menacican Diiess: Franch - Gresce:  Inian, allim  jepswese  Mexitan  Thal - Terkish Visteansese DenseNet169 DO (5;) | 87.12% | 91.83% | 93.56% | 91.10% | 93.68% | 86.26% | 93.62% | 83.07% | 84.95% | 93.81% | 90.67%
SL taSkS. . SPOT U Y - DenseNet169_DO (S2) | 88.80% | 92.61% | 94.24% | 93,19% | 93,68% | 86,49% | 93.62% | 85.62% | 84.95% | 93,58% | 91,19%
_ o Vo s I ki oY L . DenseNet169 DO (S3) | 89,39% | 93.00% | 93.22% | 92.67% | 93,68% | 87.68% | 9433% | 86.26% | 86,02% | 94,03% | 91,71%
DlSh and cuisine : DenseNet169_DO (S4) | 88.89% | 94,16% | 94,92% | 93,72% | 93,16% | 87,91% | 94,33% | 86,90% | 86,02% | 94,03% | 91.19%
TABLE III
M L taS k: RESULTS OBTAINED ON THE TEST SETS IN TERMS OF R-ruﬂf_-fru.
F O O d C a.tegorle S Method American | Chinese | French | Greek | Indian | Italian | Japanese | Mexican Thai Turkish | Vietnamese
ResNet50_DO (57) 81.09% | 87.93% | 89.01% | 89.12% | 87.67% | 80.72% | 88.08% | 79.12% | 70.98% | 91.44% | 84.61%
ResNet50_DO (S2) 83.69% | 90.05% | 90.33% | 89.34% | 92.96% | 82.44% | 90.85% | 8037% | 7991% | 91.65% | 86.99%
#Imag es.: : ResNet50_DO (S3) 84.10% | 90.60% | 94,12% | 89.90% | 9329% | 84,31% | 91,20% | 81.64% | 79.85% | 91.92% | 88.14%
Wi ResNet50_DO (Sy) 84.26% | 91,17% | 92.54% | 92,11% | 92.41% | 84.07% | 90.93% | 81,96% | 79.22% | 92,15% | 89.85%
21 17 5 s InceptionV3_DO (S7) | 84.64% | 89.97% | 91.21% | 89.80% | 91,98% | 84.43% | 91,64% | 81.98% | 80,75% | 91,48% 84.82%
" m— InceptionV3_DO (S,) | 87,16% | 91,27% | 91.88% | 90,94% | 92,19% | 88.15% | 92,05% | 82.85% | 80.85% | 92.84% | 85.05%
- - T B NG B N L adl 8 _ InceptionV3_DO (S3) | 87,92% | 90,69% | 91,78% | 91,52% | 91,56% | 88.23% | 92,50% | 84.14% | 82,98% | 93,.80% | 88.49%
Spl Its (tral n, Val, tes't) - B 4 O PR NREE S (TR PR ) - SYSER N InceptionV3_DO (S,) | 87.83% | 91.22% | 92,60% | 91,93% | 93,69% | 88,25% | 91.47% | 84,19% | 82,59% | 93.31% | 88,60%
gy Ol . — W D e W DenseNet169_DO (5;) | 86.93% | 91.84% | 94,02% | 89.60% | 93.53% | 87.64% | 92,75% | 82.31% | 82.69% | 93.68% | 9021%
2500 12.59%0. 1594 ﬂ'"g g S BRI ) WA WS e I DenseNet169_DO (S2) | 88,77% | 92,08% | 93,96% | 92,42% | 93,51% | 87,19% | 93,19% | 85,55% | 83,84% | 93,55% | 91,31%
] ] ] ] . LN SRR e L i AP W B Tk ) R DenseNet169 DO (Ss) | 89,26% | 92.69% | 93.24% | 91,59% | 93,77% | 88.83% | 93.81% | 86.73% | 83.99% | 93.96% | 91,50%
= o : ' HEL DenseNet169_DO (S4) | 88.98% | 92,89% | 95,78% | 92,99% | 92.79% | 89,42% | 94,04% | 86,97% | 84,08% | 94,00% | 91,18%

Conclusions

“Novel method for uncertainty-aware data augmentation that follows an active
learning framework and take Into account the most uncertain images to
generate new ones.

“The method was validated on 11 subsets of MAFood121 and shown that it isn’t
necessary to generate data-augmented for all samples to improve performance.
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