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= Re-identify a person in the field of view of non-
overlapping cameras.

= The re-id task is similar to image classification
task with having different identities in training
and testing (identities mismatching)

= Discriminative and sharp features needed to get
a better similarity score. The general networks
ignore the similar features at distant locations.
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= Existing methods are usually trained with single classifiers. Experimental Results
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- - = The proposed SCAN model learns the most discriminative, sharp and salient
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