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▪ We proposed multi classifiers training to
learn the most discriminative features
with multiple classifiers instead of single
classifier.

▪ Introduction of Self Attention
(SA) module in the baseline
network to make it rely on
non-local similarities instead
of local mechanism of
convolution filters.

▪ Introduction of Channel
Attention (CA) module for
learning sharp and
discriminative features for
better matching.

▪ Re-identify a person in the field of view of non-
overlapping cameras.

▪ The re-id task is similar to image classification
task with having different identities in training
and testing (identities mismatching)

▪ Discriminative and sharp features needed to get
a better similarity score. The general networks
ignore the similar features at distant locations.

▪ Existing methods are usually trained with single classifiers.
▪ Attention based methods don’t take into count the fact that the

person re-id datasets are blurry and noisy. So, they are unable to learn
sharp and salient features.

▪ With multiple classifiers and losses, proposed network learns robust global
features at the added convolutional layers.

▪ To capture the non-local dependencies, we introduced self-attention(SA)
module to enhance the similarity learning.

▪ To learn the salient and sharp features from degraded person re-identification
data, the Channel-Attention (CA) module is introduced in the network.

▪ The proposed SCAN model learns the most discriminative, sharp and salient
features for feature matching.
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Feature vector 𝑥 is composed into three 
parts using 1X1 convolution layers

𝑓 𝑥 = 𝑤𝑓𝑥 ,      g 𝑥 = 𝑤𝑔𝑥 ,       h 𝑥 =
𝑤ℎ𝑥

Then calculate similarity between the two 
patches by taking dot product.

𝑠𝑖𝑗 = 𝑓(𝑥𝑖)
𝑇𝑔(𝑥𝑗)

Compute attention maps by applying 
softmax.

𝛼𝑗,𝑖 =
exp(𝑠𝑖𝑗)

σ𝑖=1
𝑁 exp(𝑠𝑖𝑗)

Calculate final attention with the whole 
(third) patch.

𝑜𝑗 = 𝑣(෍

𝑖=1

𝑁

𝛼𝑗,𝑖ℎ(𝑥𝑖))

Final Transformed features are obtained by
𝑦𝑖 = 𝛾𝑜𝑖 + 𝑥𝑖

Self Attention
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Convolution operation is written as

𝑢𝑐 = 𝑘𝑐 ∗ 𝑋 = ෍

𝑛=1

𝐶′

𝑘𝑐
𝑛 ∗ 𝑥𝑛

Calculate channel descriptor with GAP 

𝑧𝑐 =
1

𝐻 ×𝑊
σ𝑖=1
𝐻 σ𝑗=1

𝑊 𝑢𝑐(𝑖, 𝑗)

Apply sigmoid non-linearity after the 
reduction layers

𝑛 = 𝜎 𝑔 𝑧,𝑊 = 𝜎 𝑊2𝛿 𝑊1𝑧

Final transformed output is
𝑥𝑐 = 𝑛𝑐 . 𝑢𝑐


