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* CNN-based encoder In order to show the great superiority of RCN in zero-shot
« RCM: judges whether the radicals exist. or few-shot conditions, we first design a few experiments on 1. investigate the ability of RCN in other language recognition
* RRM : estimates the number of existing radicals printed characters. tasks. 2. expand the model to text line recognition.




