Nonlinear Ranking Loss on Riemannian Potato Embedding
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Abstract / Introduction

We propose a rank-based metric learning method by
leveraging a concept of the Riemannian Potato for better
separating non-linear data. By exploring the geometric
properties of Riemannian manifolds, the proposed loss
function optimizes the measure of dispersion using the
distribution of Riemannian distances between a reference
sample and neighbors and builds a ranked list according to
the similarities. We show the proposed function can learn a
hypersphere for each class, preserving the similarity
structure inside it on Riemannian manifold. As a result,
compared with Euclidean distance-based metric, our
method can further jointly reduce the intra-class distances
and enlarge the inter-class distances for learned features,
consistently outperforming state-of-the-art methods on
three widely used non- linear datasets.
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Experimental Results

Table 1. Comparison with the state-of-the-art methods

on DEAP, AFEW, and HDMO0S5..
DEAP-4 AFEW HDMO05
Method
F1 R@l R@3 NMI| F1 R@l R@3 NMI| F1I R@l R@3 NMI
DSML-Triplet 38.7 355 378 361|293 313 342 319 53 57.3 585 524
Triplet-Random  33.5 31.4 325 287 | 25.8 251 254 274 | 483 445 475 456
Triplet-Semihard  35.5 30.1 31.4 273 | 274 244 305 28 51.3 504 553 47.5
Lifted Struct 35.3 352 358 334 | 325 354 384 394|555 593 592 534
N-pair-mc 415 384 395 348 | 344 335 364 351 | 59.8 60 61 59.4
Proxy NCA 39.8 413 414 381 | 345 342 36 36.3 59 63.3  64.5 62
NRA 422 444 462 372 | 352 365 386 368 | 592 643 652 64.1
RPL 43.3 447 462 375 | 364 365 394 364 |594 667 688 654
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Figure 2. Effect of the proposed RPL
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Figure 1. Overview

Riemannian Potato-based Ranking Loss (RPL)

= Qur goal is to pull positive points closer than the potato-
shaped region of acceptability (z-score) and push

negative points out of the boundary.
Algorithm 1 Riemannian Potato-based Ranking Loss

Input: {{z¢}Ye1¢, = {(Z,%:)}Y,, the embedding func-
tion f(-), the learning rate Sy, and Ss
Output: Updated f(-)
1: for all embeddings f(z¢) € {{f(28)}¥,}<
2:  Sample less trivial positive points in PJ,.
3:  Sample less trivial negative points in
4:  Compute the joint loss in Eq. (17).
Update geometric statistics of the RP in Eq.(19) ~ (21).
5: end for
Compute the averaged loss in Eq. (18).
Compute the gradient Vf = OLgp(Z;; f)/0f.
6: return f(-) = f(-) = Bs - Vf
={VE;lj #iNc=yi =y;,2; > 2}

N = {VEjlc = yiayi #* yj,Z§ <z, + m}
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We proposed a rank-based metric learning method for
learning discriminative embeddings and showed the
efficacy on classifying non-linear data, reducing the intra-

Lrp =

class distances and enlarging the inter-class distances for
learned features. Our next work will study the non-
stationary nature of brain activity as revealed by EEG,
which has been subject to noises from various artifacts, low
signal-to-noise ratio (SNR) of sensors, and inter- and intra-

subject variability.
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