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• Facial expression synthesis (FES)
 GAN: facial observation → latent code → facial observation

The generator naturally captures strong semantics of facial expressions

• Regularize the interaction between different tasks
 Current multi-task networks adopt a simple hard-parameter sharing strategy:

Motivations
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Main Idea
• We propose a novel multi-task network, with convolutional feature leaky 

units, to selectively transfer the beneficial features between FER and FES.
• We employ the FES branch to enlarge and balance the training dataset 

for further improving the generalization ability.
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• Convolutional Feature Leaky Unit

Methodology
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: Leaky gate determines the knowledge transfer. 

: Memory gate determines the knowledge preservation 

: Task of facial expression synthesis

: Task of facial expression recognition



• Learning Criteria

 FER → Accurate classification:

 FES → Photo-realistic facial images with the expected expressions

Methodology
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Experiments
• Datasets
 Extended Cohn-Kanade (CK+)
 Oulu-CASIA (Oulu)
 MMI

• Settings:
 The three peak-intensity facial images are selected
 Ten-fold cross-validation strategy, based on the subject identity, is adopted.
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 [CK+]: T. Kanade, et al. , “Comprehensive database for facial expression analysis,” in IEEE International Conference FG, 2000.
 [Oulu]: G. Zhao, et al. , “Facial expression recognition from near-infrared videos,” Image Vision Computation, 2011.
 [MMI]: M. Pantic , et al. , “Web-based database for facial expression analysis,” in ICME, 2005



• Recognition Results for FER

Experiments
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• Results of FES

Experiments
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• Quantitative Results on FES

• Ablation Study

Experiments
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We employ a standard FER model to 
recognize the synthetic facial images 
from different generative models.

 FERSNet w/o MTL: single-task network
 FERSNet w/o ConvFLU: hard-parameter sharing 
 FERSNet w. FES-DA: using FES for data augmentation



• We proposed a novel multi-task learning strategy to tackle both FER and 
FES problems simultaneously in a network.

• We designed a convolutional feature leaky unit to transfer only the 
beneficial features between the FER and FES tasks, while filtering out the 
harmful or useless information.

• We conducted extensive experiments to evaluate the proposed 
framework on both the FER and FES tasks. The results demonstrated that 
our proposed method achieved state-of-the-art performance on those 
commonly used facial benchmarks.

Conclusions
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Thank you!
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