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INTRODUCTION
Automatic facial expression recognition (FER)
has gained much attention due to its applica-
tions in human-computer interaction. Among
the approaches to improve FER tasks, this pa-
per focuses on deep architecture with the atten-
tion mechanism. We propose a novel Masking
Idea to boost the performance of CNN in facial
expression task. It uses a segmentation network
to refine feature maps, enabling the network to
focus on relevant information to make correct
decisions. In experiments, we combine the ubiq-
uitous Deep Residual Network and U-net like ar-
chitecture to produce a Residual Masking Net-
work. The proposed method hold competitive
accuracy on the well-known FER2013 and pri-
vate VEMO datasets.

RELATED WORKS
1. The general pipeline of deep facial expression
recognition systems. [1]
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Fig. 2. The general pipeline of deep facial expression recognition systems.

of images for training. Therefore, data augmentation is a vital
step for deep FER. Data augmentation techniques can be divided
into two groups: on-the-fly data augmentation and offline data
augmentation.

Usually, the on-the-fly data augmentation is embedded in deep
learning toolkits to alleviate overfitting. During the training step,
the input samples are randomly cropped from the four corners and
center of the image and then flipped horizontally, which can result
in a dataset that is ten times larger than the original training data.
Two common prediction modes are adopted during testing: only
the center patch of the face is used for prediction (e.g., [61], [77])
or the prediction value is averaged over all ten crops (e.g., [76],
[78]).

Besides the elementary on-the-fly data augmentation, various
offline data augmentation operations have been designed to further
expand data on both size and diversity. The most frequently used
operations include random perturbations and transforms, e.g., rota-
tion, shifting, skew, scaling, noise, contrast and color jittering. For
example, common noise models, salt & pepper and speckle noise
[79] and Gaussian noise [80], [81] are employed to enlarge the data
size. And for contrast transformation, saturation and value (S and
V components of the HSV color space) of each pixel are changed
[70] for data augmentation. Combinations of multiple operations
can generate more unseen training samples and make the network
more robust to deviated and rotated faces. In [82], the authors
applied five image appearance filters (disk, average, Gaussian,
unsharp and motion filters) and six affine transform matrices that
were formalized by adding slight geometric transformations to the
identity matrix. In [75], a more comprehensive affine transform
matrix was proposed to randomly generate images that varied in
terms of rotation, skew and scale. Furthermore, deep learning
based technology can be applied for data augmentation. For
example, a synthetic data generation system with 3D convolutional
neural network (CNN) was created in [83] to confidentially create
faces with different levels of saturation in expression. And the
generative adversarial network (GAN) [84] can also be applied to
augment data by generating diverse appearances varying in poses
and expressions. (see Section 4.1.7).

3.1.3 Face normalization

Variations in illumination and head poses can introduce large
changes in images and hence impair the FER performance.
Therefore, we introduce two typical face normalization methods
to ameliorate these variations: illumination normalization and
pose normalization (frontalization).

Illumination normalization: Illumination and contrast can
vary in different images even from the same person with the same
expression, especially in unconstrained environments, which can
result in large intra-class variances. In [60], several frequently
used illumination normalization algorithms, namely, isotropic
diffusion (IS)-based normalization, discrete cosine transform
(DCT)-based normalization [85] and difference of Gaussian
(DoG), were evaluated for illumination normalization. And [86]
employed homomorphic filtering based normalization, which has
been reported to yield the most consistent results among all other
techniques, to remove illumination normalization. Furthermore,
related studies have shown that histogram equalization combined
with illumination normalization results in better face recognition
performance than that achieved using illumination normalization
on it own. And many studies in the literature of deep FER (e.g.,
[75], [79], [87], [88]) have employed histogram equalization to
increase the global contrast of images for pre-processing. This
method is effective when the brightness of the background and
foreground are similar. However, directly applying histogram
equalization may overemphasize local contrast. To solve this
problem, [89] proposed a weighted summation approach to
combine histogram equalization and linear mapping. And in
[79], the authors compared three different methods: global
contrast normalization (GCN), local normalization, and histogram
equalization. GCN and histogram equalization were reported
to achieve the best accuracy for the training and testing steps,
respectively.

Pose normalization: Considerable pose variation is another
common and intractable problem in unconstrained settings. Some
studies have employed pose normalization techniques to yield

2. Multi-region ensemble convolutional neural
network for facial expression recognition [2]

RESIDUAL MASKING NETWORK
The main flow of the proposed method is the Residual Masking Network illustrated in the Figure
below. This network contains four main Residual Masking Blocks. Each Residual Masking Block,
which operates on different feature sizes, contains a Residual Layer and a Masking Block.
An input image of size 224 × 224 will go through the first 3 × 3 convolutional layer with stride 2
before passing a 2 × 2 max-pooling layer, reducing its spatial size to 56 × 56. Next, the feature maps
obtained after the previous pooling layer are transformed by the following four Residual Masking
Blocks with generated features maps of four spatial sizes, including 56×56, 28×28, 14×14, and 7×7.
The network ends with an average pooling layer and a 7-way fully-connected layer with softmax to
produce outputs corresponding to seven facial expression states (6 emotions and one neutral state).
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EXPERIMENTAL RESULTS
Evaluation results on FER2013

Model Accuracy (%)
VGG19 70.80
Resnet18 72.90

DenseNet121 73.17
Inception_V3 72.72

Efficientnet_B2B 70.80
ResMaskingNet 74.14

Evaluation results on VEMO
Mô hình Accuracy (%)

DenseNet121 59.95
ResAttNet56 60.82
Resnet18 63.94
Resnet34 64.84

ResMaskingNet 65.95

(*): Citations could be found in the paper.
Demo images

Dudley being angry - Harry Potter movie A Vietnamese actress being sad.
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