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Introduction of TUL 

• Trajectory User Link: identify anonymous trajectories and link 
them to users who generate them.

• Trajectory clustering based TUL 

• Recurrent neural networks based TUL 
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Motivation

• The check-in embedding process enhances the semantic 
information for locations meanwhile maps the different location in 
the similar vectors, which results in hardly distinguish the 
accompanied patterns.

• As the growing of trajectory length, it will be harder to model 
whole trajectory information for recurrent neural networks.

Trajectory-User Link with Attention Recurrent Networks 4



Method Description
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Location Embedding:



Method Description
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Recurrent Neural Networks:



Method Description
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Attention Layer:



Experiment 

• Datasets:
• Gowalla: 201 users and 19968 trajectories.
• Brightkite: 92 users and 19904 trajectories.

• Baseline:
• TULER: TULER uses the check-in embedding to enhance the check-in 

locations information and employs RNNs to model the sequence features. 
TULER employs LSTM, GRU and Bi-LSTM as RNN models which called: 
TULER-LSTM, TULER-GRU, TULER-LSTMS, TULER-GRU-S and Bi-TULER.

• TULVAE: TULVAE learns the human movements in a neural generative 
architecture with stochastic latent variables than span hidden states in 
RNN. TULVAE includes HTULER-L, HTULER-G, HTULER-B and TULVAE. 
TULVAE was the state-of-the-art method for TUL problem.
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Experiment 
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Experiment 
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Experiment 
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Conclusion

• A novel Trajectory-User Link method, TULAR, is proposed, which
improves both accuracy and efficiency for TUL problem. TULAR is an
end-to-end trajectory identifying neural network framework, with
superb scalability.

• TULAR introduces TSV, a representation learning method, mapping the
variable-length trajectories to fixedlength vectors in feature space.
Trajectories of the same user are likely more similar to each other in
feature space, which is untenable in primitive geospatial space.

• Three different trajectory embedding methods and three different
attention score measures are used in this paper. A lots of experiments
are conducted to demonstrate our improvements, using four real world
datasets and compared with several state-of-art methods.
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Thanks for Listening!
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