Abstract

Semantic segmentation is a problem which is getting more and more attention in the computer vision community. Nowadays, deep learning methods represent the state of the art to solve this problem, and the trend is to use deeper networks to get higher performance. The drawback with such models is a higher computational cost, which makes it difficult to deploy them on mobile robots. In this work we want to explore how to obtain lighter deep learning models without compromising performance. To do so, we will consider the features used in the 3D Entangled Forest algorithm and we will study the best strategies to integrate these within FuseNet deep network. Such new features allow us to shrink the network size without loosing performance, obtaining hence a lighter model which achieves state-of-the-art performance on the semantic segmentation task and represents an interesting alternative for mobile robotics applications, where computational power and energy are limited.

Contributions

While deep learning networks like FuseNet [1] require high computational power (i.e., high-end GPUs), the 3D Entangled Forest Classifier (3DEF) [2] achieves state-of-the-art performance on indoor semantic segmentation tasks using a standard CPU and powerful hand-crafted features. In this work we investigate how to combine the two approaches:

- Analysis of different configurations to embed hand-crafted features in a deep learning network such as FuseNet;
- Study of the potential of 3DEF hand-crafted features in DL networks;
- Possibility to shrink a DL network without reducing performance by exploiting additional information.

Network Configurations

Starting from FuseNet architecture, we propose 4 different configurations to embed 3DEF hand-crafted features, investigating both middle-fusion and late-fusion strategies.

For each configuration we also consider a reduced version, obtained by removing the intermediate layers, to further analyze the role of 3DEF features.

3DEF Features

3DEF classifier relies on a preliminary over-segmentation in clusters and the computation of two types of hand-crafted features:

- Unary features, describe local information (e.g., color, geometric moments);
- Entangled features, describe relations between clusters to consider also information in the space domain.

3DEF features represent cluster information, not pixels as in FuseNet architecture; to obtain a similar representation we redefine 3DEF features in a 2D space.

Experiments

Evaluation of all configurations on NYU Depth v2 indoor dataset [3], using both 13 and 40 classes mapping. With 3DEF features we achieve slightly better performance than FuseNet and improve loss function convergence.

Considering the reduced configurations, large improvements are obtained with middle-fusion strategy and 3DEF Entangled features; therefore, such features can be used to obtain DL models with state-of-the-art performance and a reduced computational load.
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