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While in high demand for the development of deep learn-
ing approaches, extensive datasets of annotated unmanned
aerial vehicle (UAV) imagery are still scarce today. Man-
ual annotation, however, is time-consuming and, thus, has
limited the potential for creating large-scale datasets. We
tackle this challenge by presenting a procedure for the au-
tomatic creation of simulated UAV image sequences in ur-
ban areas and pixel-level annotations from publicly available
data sources. We synthesize photo-realistic UAV imagery
from Google Earth Studio and derive annotations from an
open CityGML model that not only provides geometric but
also semantic information.
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Code and Dataset: https://github.com/sian1995/largescaleuavdataset

Motivation
Three major tasks in UAV applications are image under-
standing, multi-view 3D reconstruction and geo-localization.
However, current UAV datasets like VisDrone [3], Seman-
tic Drone Dataset [2], Urban Drone Dataset [1] have lim-
ited volumes, and none of them provides large-scale annota-
tions. We tackle this challenge by creating a large-scale UAV
dataset, enriched with automatically generated annotations.

Approach
We synthesize photo-realistic UAV imagery from Google
Earth Studio under different camera perspectives and along
different trajectories and align the extrinsic parameters of
the virtual camera to a CityGML model horizontally, verti-
cally and in terms of its rotation. This allows us to gener-
ate ground truth annotations from the CityGML model un-
der the aligned camera perspectives using Blender. We not
only generate geometric annotations (depth maps, sur-
face normals, edge maps) but also semantic labels by
assigning classes to surfaces in the semantic 3D model.

Dataset
Our final dataset contains 144000 annotated UAV images
together with the extrinsic parameters of the virtual cam-
era. We evaluated the geometric accuracy of the simulated
dataset with depth maps obtained by applying Structure from

Motion (SfM). Qualitatively, our rendered depth maps com-
pare very well to their SfM-derived counterparts, and even
overcome the weakness of SfM in areas of no texture, repet-
itive patterns and thin structures.
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