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Based on the proven success of fine-tuning in manually
designed architectures, we propose to fine-tune DARTS by
adding fixed operations (in the form of attention module).

* \We achieve state-of-the-art results on Fashion-MNIST,
COMP-CARS and MIO-TCD datasets.

* Neural Architecture Search (NAS) methods have gained
popularity due to superior classification performance.

* We propose to introduce an attention module after each cell.

 As the architecture of attention module is fixed so it is not
affected by the approximations of the DARTS method.
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 As performance of a neural network Is sensitive to its input

layer so our approach gives better accuracy.
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results on other datasets were also competitive.

6. Future Work
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