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Abstract1

Method2

Overview of Proposed Algorithm

Graph Convolutional Network (GCN) is adopted to tackle the problem of convolution operation in non-Euclidean space.

Previous works on GCN have made some progress, however, one of their limitations is that the design of Adjacency Matrix (AM)

as GCN input requires domain knowledge and such process is cumbersome, tedious and error-prone. In addition, entries of a

fixed Adjacency Matrix are generally designed as binary values (i.e., ones and zeros) which can not reflect the real relationship

between nodes. Meanwhile, many applications require a weighted and dynamic Adjacency Matrix instead of an unweighted

and fixed AM, and there are few works focusing on designing a more flexible Adjacency Matrix. To that end, we propose an

end-to-end algorithm to improve the GCN performance by focusing on the Adjacency Matrix. We first provide a calculation

method called node information entropy to update the matrix. Then, we perform the search strategy in a continuous space and

introduce the Deep Deterministic Policy Gradient (DDPG) method to overcome the drawback of the discrete space search.

Finally, we integrate the GCN and reinforcement learning into an end-to-end framework. Our method can automatically define

the Adjacency Matrix without prior knowledge. At the same time, the proposed approach can deal with any size of the matrix

and provide a better AM for network. Four popular datasets are selected to evaluate the capability of our algorithm. The

method in this paper achieves the state-of-the-art performance on Cora and Pubmed datasets, with the accuracy of 84.6% and

81.6% respectively.

Adjacency Matrix:  discrete value to continuous value

Illustration of the optimized matrix. Fig. (a) is the

sample distribution from Cora dataset. The blue

rectangular block in Fig. (b) represents that all 200

nodes are initialized to 1. Fig. (c) is the optimized

matrix by Section III-C. The horizontal and vertical

coordinates represent nodes’ positions, and

different colors represent the new weights after

network optimization.



Experiments Results3

Conclusion4

We find the relationship between entropy value and matrix. To that end, we are the first to propose a 
calculation approach (node information entropy) to update the matrix during the training process. 

1 In this paper, we develop an end-to-end optimal algorithm to define the input Adjacent Matrix without 
human intervention. 
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!"# and !#" are the same value in the adjacency
matrix, how can we choose the final value to fill in the
matrix? We adopt formula (11) to decide which one
can be accepted in the end. This formula means that
the weight between two nodes is determined by the
one with the larger value.

In this section, we conduct experiments to
compare our AOAM and other state-of-the-
art approaches. This paper selects four
benchmark datasets, which are employed
on transductive learning and inductive
learning tasks. We achieve or approach to
the state-of-the-art performance. In the
following descriptions, section IV in our
paper shows the training setup and some
detailed information about this method. We
review the experiments and make
discussions at the end.

the node information entropy between nodes n

Our goal is to exploit the modeling method to optimize the value of
the adjacency matrix in GCN. We first propose a method of adjacency
modeling which can find a better adjacency matrix and it does
improve the performance of GCN.

Considering the value of an adjacency matrix should not be influenced
by human knowledge which is erroneous, this paper employs
reinforcement learning to find the matrix value. We proposes a node
entropy to complete the updating of each matrix during the
reinforcement learning loop. The DDPG is used to produce a series of
continuous value to fill in the new produced matrix. Finally, our
method achieves the automatic calculation.

3 Our method achieves state-of-the-art performance on two popular datasets: Cora and Pubmed.


