Exposing Deepfake Videos by Tracking Eye Movements
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This paper reports a novel approach to expose deepfake videos. We found that most fake videos are
markedly different from the real ones in the way the eyes move. We are thus motivated to define four
features that could well capture such differences. The features are then fed to SVM for classification.
It is shown to be a promising approach that without high dimensional features we are able to achieve

DEFINITION OF THE EYEMOVEMENT STATUS
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6% indicates how rapid the eye moves; ¢ indicates the eye moving direction on the X-Y plane.
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Decode the video to frames, the
amount of frames is N, initial
frame index i=0
2

| Read the i-th frame

including the pupil

2
| Detect landmarks of eye region

Estimate location of eyeball center
with eye region landmarks

Compute the gaze orientation
vector g' starting from the eyeball
center and pointing to the pupil.
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Compute angular shift 67 of
the eye with g’and g™’

Compute ey+e movement
direction ¢ with location
of the pupil in i-th and
(i-1)-th frame
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Compute Left/Right Eye Activity 4/A, by
calculating standard deviation of
Vi=(0,.07-0/" )V, =(6,".67+-6,")

Compute Binocular Velocity Correlation
Cpyby calculating Pearson correlation
coefficient of ¥;and V,

¥
Compute Binocular Direction Correlation
Cppby computing Pearson correlation
coefficient of D; :(¢,',¢,Z---¢,N) and

D,:(wr’,qf;’---wf )

Concatenate the four features into a feature

vector f=(4;, 4,Cpy, Cpp)

¥

Feed the vector to SVM classifier

l

Classification result

@ Binocular Angular Shift Corr.
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In order to prove the
Real Videos effectiveness of  our
method. we plot the scatter
diagram of 500 randomly

N selected videos from the
N Deepfake-TIMIT  dataset
in feature space consisting

of A, , Cgag and Cgp . It

shows that the real and

BN fake videos are well
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Method | FaceForensics | Deepfake- | Deepfake- In Table 1, we list a few
++-Deepfake | TIMIT HQ | TIMITLQ | re[ative results compared with
1 0.701 0.735 0.835 hod. Tt i byi !
5 0473 0532 03551 our method. t-lS obviously
3 0.780 0.773 0.770 that our detection approach
4 0.792 0.932 0.999 provides a competitive result.
proposed 0.918 0.955 0.996
Table 2 Cross-database test result
Training Testing AUC To further demonstrate
database = rd:lﬂ_l?;::n 5 —_ the generality of our
eepfake-’ . .
Deepfake-TIMIT LQ FaceForensics++Deepfake | 0.788 | method. we also did
Deenfike-TIMIT K Deepfake-TIMIT LQ 0.994 | some cross-database test,
P Q oS Lo .
FaceForensics++-Deepfake [ 0.825 | \vhich is shown in Table
FaceForensics++-Deepfake Deepfake TIMIT LQ 0.986 2
\ Deepfake-TIMIT HQ 0.945 | = /

Table 1 AUC values compared to other methods

CONCLUSION

Taking both temporal and spatial information into consideration, we
have defined four features derived from eye movements to reveal the
activity and coordination of eyes in the videos, which can be exploited
to tell apart fake and genuine videos. Our approach works with a very
small number of features and does not involve complicated neural
networks.In addition, the proposed features could readily be
incorporated into a comprehensive detection scheme that assembles
various types of features, which we believe is a promising future
work.




