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• AVSR: Using complementarity and redundancy
between audio and visual speech to improve the
accuracy and robustness of speech recognition
systems under noise conditions.

• Challenges: Most AVSR systems assume that the
audio and visual features are synchronized and are
concatenated directly [1]. Both AV Align [2] and
AliNN [3] apply additive attention within seq-to-
seq architecture, but they overly rely on one
modality and fail to align two modality features
precisely under some noise conditions.

• Major contribution: we adopt a mutual feature
alignment method [4] where the features from
one modality can be utilized as the guide for
aligning the features of the other modality
iteratively to make full use of cross modality
information in the process of alignment.

End-to-End Framework
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• Positional Encoding

• Scaled Dot-Product Attention 

• Multi-Head Attention

• Feed Forward Network

• Mutual Attention 

• Mutual Iterative Attention
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Table. Recognition performance in word classification 
rate [%] of various models on LRW dataset at different 
SNR levels. AV_baseline is the feature concatenation 
based method where the audio and visual sequences 

are assumed to be aligned frame-by-frame.

• In this work, a mutual feature alignment method is 
proposed to address the  asynchronization issue in 
audiovisual speech recognition. 

• We introduce Mutual Iterative Attention mechanism 
to align the audio and visual features by performing 
mutual attention over the two modalities iteratively.

• Our proposed method outperforms the feature 
concatenation based AVSR system over all noisy 
conditions.
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Model 
Word Classification Rate (%) 

clean 20dB 15dB 10dB 5dB 0dB -5dB AVG 

audio-only 96.74 96.68 96.48 95.85 94.07 88.07 68.90 90.97 

visual-only 77.24 77.24 77.24 77.24 77.24 77.24 77.24 77.24 

AV_baseline 97.42 97.38 97.36 97.12 96.49 94.22 87.17 95.31 

AV_MIA(Ours) 97.55 97.54 97.48 97.27 96.82 94.92 89.32 95.84 

 


