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Visual Voice Activity Detection (VVAD)
VVAD consists in detecting whether a person is speaking without using audio signal.
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Why do we need VVAD?

Case 1: Audio unavailable Case 2: Noisy Audio

Existing dataset

(a) Speaking examples

(b) Silent examples
Figure 1: MVAD dataset [1].

(a) Speaking examples

(b) Silent examples
Figure 2: CUAVE dataset [2].

Automatic Dataset Annotation
We introduce a novel algorithm to automatically collect a dataset for VVAD:

We collect 13000 video clips with high diversity.

WildVVAD dataset

(a) Speaking examples

(b) Silent examples

Figure 3: WildVVAD

Proposed models for VVAD

Figure 4: Land-LSTM Figure 5: OF-ConvNet Cross-dataset experiments

Table 1: Results obtained on the MVAD
dataset when training on CUAVE and WildV-
VAD.

CUAVE→MVAD

Method TPR TNR ACC

STIP [3] 76.74% 34.24% 54.78%
Land-LSTM 81.42% 59.79% 64.0%

WildVVAD→MVAD

Method TPR TNR ACC

STIP [3] 21.44% 76.65% 49.98%
OF-ConvNet 62.69% 68.71% 65.45%
Land-LSTM 91.30% 90.06% 91.01%

Experiments

STIP[3] DT[4] Of-ConvNet Land-LSTM

Figure 6: Cuave Dataset

STIP[3] DT[4] Of-ConvNet Land-LSTM

Figure 7: WildVVAD
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