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INTRODUCTION

The precise automatic segmentation of brain tissues such as
white matter (WM), gray matter (GM) and cerebrospinal fluid
(CSF) of MRI Is of great importance for accurate evaluation of

early brain development.

(1) Convolutional neural networks (CNNs) have been used

for brain tissue segmentation:

« 2D U-Net:Ronneberger et al.(Ref. [1])

* V-Net:Milletari et al.(Ref. [2])

« 3D U-Net:(Ref. [3])

* VoxResNet:Chen et al.(Ref. [4])

(2) Attention mechanism has been used in medical image

segmentation:

* Binary version of sSE:Roy et al.(Ref. [5])

* A novel attention gate(AG):Oktay et al.(Ref. [6])

* A connection sensitive attention U-Net (CSAU):LI et
al.(Ref. [7])

Contributions:

(1)a novel Binary Channel Attention Module (BCAM) to
better provide more precise anatomical segmentation.

(2) Spatial pyramid pooling (SPP) [8] modules with different
pooling operations are used in BCAM to better aggregate

multi-scale spatial information of the feature map.

METHODS

1. Attention Module

Squeeze-and-Excitation (SE), Spatial Squeeze and Channel
Excitation (cSE), Channel Squeeze and Spatial Excitation (SSE),
Mixed-Supervised Dual-Network (MSDN), Convolutional Block
Attention Module (CBAM)

2. Binary Channel Attention Module (BCAM)
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Fig. 1. Binary Channel Attention Module (BCAM)
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« Spatial Pyramid average-Pooling (SPP with average-pooling)

« Spatial Pyramid max-Pooling (SPP with max-pooling)

* Instead of average-pooling and max-pooling operations: to

better aggregate multi-scale spatial information of the feature
map (3-level pyramid average-pooling and max-pooling (1x1,

2x2, 4x4) with total 21 bins respectively)

* the channel attention is computed as:
Eqg. (1) A2(F2) =

o (MLP(SPAvgPooling(F2)) + MLP(SPMaxPooling(F2)))

o (W1 (Wo(F3 spp—avg ) + Wi (Wo(F3 spp—max )))

Eq. (2) A = A2(F2)®F1

3.Network Structure
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Fig. 2. BCAU-Net architecture.

« The BCAM modules are added into the skip-connection between each

encoder stage and corresponding decoder stage.

The feature map from the output of each BCAM is concatenated with
the corresponding feature map that after up-sampling in the decoder
stage, utilizing the inter-channel relationship of corresponding low-
level feature (low-resolution information after maxpooling) and high-
level feature (high-resolution information after up-sampling).

RESULTS

1.Datasets

IBSR:18 MRI volumes (01-18 scans, size:256 X 128 X 256) and the
corresponding ground truth(GT)

MRBrainS18: including T1l-weighted, T1-IR and T2-FLAIR, seven
brain MRI scans (1,4,5,7,14,070,148, size:240 X 240 X 48) with
manual segmentations are provided.

2. Evaluation Criteria

Dice coefficient [9] (DC) (higher is better), the 95th-percentile of
Hausdorff distance (HD) (lower Is Dbetter) and absolute volume
difference (AVD) (lower Is better)

3. Implementation Detalls

GeForce GTX 1080 Ti GPU, Keras

5-fold cross-validation

* Loss function:

Eq. (3)
L = Lpjce + aLcg
Eq. (4)
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4. Experimental Results

TAELE
RESULTS OF 5-FOLD CROSS VALIDATION ON [BSE DATASET FOR DIFFERENT EXPERIMENTS (DC: %, HD: MM, AVD:% ). THE BEST OBTAINED RESULTS
ARE PRESENTED IN THE FIVE FOLDS FOR IBSR. BEST RESULTS ARE HIGHEST IN BOLD.

Experiment DC Avg. DC HD Ave. HD AVD Ave. AVD
C5F | GM | WM CSF GM WAL C5F | GM | WM
2D U-Net (Baseline) [6] | 8519 | 90.34 | 89.20 #8.24 10835 | 19665 | 24675 | 25058 852 | 168 | 521 5.14
3D U-Net [13] 8331 | 5958 | 89.33 RE 4% 30494 | L7710 | 18949 | 25423 990 | 172 | 526 4.56
VoxResNet [4] TI.58 | 91.37 | 90.23 5439 19.1106 | L3159 | L7693 | 74653 1877 | 384 | 4.4l 9.07
BCAL-Net-R 8334 | 9104 | 89.77 8805 33411 | LETE] | 2.2081 | 24758 10100 | 121 | 4.00 5.10
BCAL-Net 8541 | 91.38 | 89.78 ‘m 20370 | 1.B744 | 20858 | 12991 | 772 | 097 ) 283 (L1 )
BCAU-Net-E 408 | 91.02 | 59.69 %830 33655 | LETIS | 21059 | 24476 943 | 137 | 438 5.06

« RCAU-Net produces better results (DC: 88.86%, HD: 2.2991mm,
AVD: 3.84%) on IBSR dataset than 2D U-Net (Baseline), with a
relative improvement of 0.62% on DC, which shows the
effectiveness of BCAM block (TABLE I).

« BCAU-Net has the highest average DC, the lowest maximum value
of HD, AVD (Fig. 3) and the best segmentation results (Fig. 4).

« It help utilize the inter-channel relationship of corresponding low-
level and high-level information to better provide more precise

anatomical segmentation.
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Fig. 3. Boxplots of best obtained results for different models on IBSR: (a)
DC, (b) HD, (c) AVD.
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Fig. 4. Best predicted results for different models on IBSR: (a) Label
(Ground Truth), (b) 2D U-Net, (c) 3D U-Net, (d) VoxResNet, (e) Our model

(BCAU-Net).
CONCLUSIONS

1. Proposed a new architecture RCAU-Net by
Introducing a novel Binary Channel Attention
Module (BCAM) into skip connection of U-Net.

2. To better aggregate multi-scale spatial information
of the feature map, spatial pyramid pooling (SPP)
with three pooling windows (1x1,2x2,4x4) are used
iIn BCAM.

3. We verify this model on two datasets including
IBSR and MRBrainS18, and obtain Dbetter
performance on MRI brain segmentation compared
with other methods.
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