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Introduction
e A new approach for searching mathematical expressions (ME) in large collec- b) Online phase, these posteriors are used for indexing and search-
tions of printed document images has been introduced. ing for MEs in the collection.

e This approach does not require any kind of segmentation, and
e It does not need to have a complete and error-free transcription of the images.
e To reduce the search time, a two-phase solution is proposed.

e In this paper, we focus on the first offline phase, and the main con-
tributions include:

1. the computation of the n-best parse trees from a 2D-PCFGs,

a) Offline phase, the posterior probabilities of MEs are calculated from

hypergraphs (H) derived from the ME recognition process. 2. the generation of hypergraphs from the n-best parse trees,

N-best parsing of 2D-Probabilistic Context-Free Grammars
The N-Best parsing allows to obtain 7" (5, ) for 1 <n < N from:

Given a Two-Dimensional Probabilistic Context-Free Grammar(2D-PCFG), and
a set of input connected components, z, T(Aa) = (T" YA, a) — {T" (A, a)})

e T (A, a) is the set of trees whose root is (A, a), where A is a non-terminal J {{T(A,a), TPT(B,b), TYC,c))}y U {{T(A,a), TP(B,b), T (C,c))}
symbol and a is a input span.

e p:7T — |0,1]is a probabilistic function defined as follow:

— For terminal rules, A — s, and {z;} : 1 <1 < |x|,
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p(s|A) is the terminal rule probability, p(s|{x;}) is provided by a symbol

classifier and p(s) is the prior probability of the symbols. Caeoi) (52) () o) o) (5m) o) (G () CIONTIOICIIDIO

— For binary rules, A — BC,
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p(BC|A) is the binary rule probability and p(r|B, (') is the probability
that regions B and (' are arranged according to spatial relationship 7. 33_3 17 2 4 7 513‘_% €7
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Generation of Hypergraphs

e A hypergraph is definied as H = (V, ), where V is a set of nodes and € is a set of hyperarcs.

e A node is defined as v = (n(v), s(v)), where n(v) is the node tag and s(v) is the span (or set of connected
components) associated with this node.

e A hyperarc is defined as H = (H (e),T'(e), t(e),p(e)), where the tail T'(e¢) and head H (e) are subsets of V,
t(e) is a transcription associated with the hyperarc and p(e) is a score defined as: @ @
y

Vec &: n(H(e)) = A; n(T(e)) = (s); s(H(e)) = 12i};

[
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o A complete tree t is a sequence of hyperarcs that completely covers the input ME represented by .

def .
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where (%) is the set of all hyperarcs that make up ¢. GRANS
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