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We present the Attentive Visual
Semantic Specialized Network
(AVSSN) for video captioning,
which is an encoder-decoder model
based on our Adaptive Attention
Gate (AAG) and Specialized LSTM
(S-LSTM) layers. This architecture
can selectively decide when to use
visual or semantic information into
the text generation process. The
adaptive gate select the relevant
information for providing a better
temporal state representation than
the existing decoders. Besides, the
model is capable of learning to
improve the expressiveness of
generated captions attending to
their length, using a caption-length-
related loss function. We evaluate
the effectiveness of the proposed
approach on the Microsoft Video
Description (MSVD) and Microsoft
Research Video-to-Text (MSR-VTT)
datasets, achieving state-of-the-art
performance for popular evaluation
metrics: BLEU-4, METEOR, CIDEr,
and ROUGEL
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Visual-related Layer 
(v-LSTM): processes the 
visual information of the 
video at each step.

Semantic-related Layer 
(s-LSTM): processes the 
global semantic 
information, focusing on 
learning the visual and 
language context 
information.

Adaptive Attention Gate (AAG): 
determines the most accurate 
information to generate the word 
at each step. A cross-activation 
strategy with residual connections 
erges the related information 
within the specialized hidden 
states  ℎ𝑣𝑡 and ℎ𝑣𝑡. 

QUANTITATIVE RESULTS

Dataset BLEU-4 METEOR CIDEr ROUGE_L

MSVD 62.3 39.2 107.7 78.3

MSR-VTT 45.5 31.4 50.6 64.3

On MSVD [1], we surpass the SOTA by  3.7% for 

METEOR, and 4.5% for CIDEr

On MSR-VTT [2], we improve the SOTA by 2.7%, 
5.7% and 2.3% for BLEU4, METEOR and ROUGEL

LENGTH-RELATED LOSS FUNCTION

For the learning process, we operate with 
explicit supervision at the sequence level. 
We weight the standard CELoss by the 
length of the reference captions [3]. 
We minimize

ℒ𝜃 =
1

𝐿𝛾


𝑡=1

𝐿

log 𝑝𝜃(𝑤𝑡|𝑤𝑧<𝑡)

• Learning to decide which of the visual and 
semantic representations is more important 
for predicting each word improves the
quality of descriptions.

• Our adaptive attention gate (AAG) 
effectively determines the essential 
information to keep or disregard for 
generating the word in each step. 

• Our method achieves state-of-the-art 
results on the MSVD and MSR-VTT datasets.

𝛽 = 𝜎 𝑊3 ⋅ ො𝑎𝑡−1, 𝑎𝑡 + 𝑏2 ,

𝑠𝑡 = ℎ𝑣𝑡 ⋅ 𝑊4 ⊙ℎ𝑠𝑡 + 𝛽⊙ ℎ𝑣𝑡 ,

𝑣𝑡 = ℎ𝑠𝑡 ⋅ 𝑊5 ⊙ ℎ𝑣𝑡 + 1 − 𝛽 ⊙ ℎ𝑠𝑡,

ො𝑎𝑡 = 𝑊6 ⋅ [𝑠𝑡 , 𝑣𝑡] + 𝑏3
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