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Summary
This paper proposes a novel capsule network 
based variational encoder architecture, called 
Bayesian capsules (B-Caps), to modulate the 
mean and standard deviation of the sampling 
distribution in the latent space. We hypothesized 
that this approach could learn a better 
representation of features in the latent space 
than traditional approaches. 

Training B-Caps
Data-driven and random normal sampling to avoid 
trivial solution during back-propagation from standard 
normal sampling

Quantitative Evaluation
Comparison of B-Caps and a basic Variational 
autoencoder (VAE) with increasing latent dimension

a) Standard normal sampling b)Random normal sampling c) Data-driven sampling

Latent Space Visualization
Separation of classes using B-Caps and baseline 
VAE

Architecture (Encoder and Decoder)

a) Baseline VAE latent space              b)B-Caps latent space

Qualitative Evaluation
Improvement in reconstruction of MNIST digits as a 
function of the latent variable length (L)

A  comparison  between  reconstruction  of  Fashion-
MNIST  images using baseline VAE and B-Caps. Left to 
Right: Original image, Baseline VAE reconstruction and 
B-Caps reconstruction for L= 10
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