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e Aim: Detect human activity from videos

* Potential Applications:
e Home-Based Rehabilitation,
e Surveillance,
 Human-Robot Interaction
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Proposed Approach

e Multimodal:

* Monocular video data
* Human body-pose data

* Philosophy:
* Learn the spatial and temporal
relationships between various

body-joints for enhanced body-
pose representation
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Network Diagram
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Spatial Encoding Unit
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T = Timesteps, N = number of joints, F = Number of Filters Normal 1D Conv=T* F



Temporal Encoding Unit
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SEU and TEU Analysis

Normal 1D convolution SEU TEU

e Further SEU and TEU analysis

e Extensive ablation studies
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