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Task Introduction :
We work on object detection on monocular images with two-
dimensional Canonical Analysis (2D CCA) to fuse the correlated
features of the RGB images with the correlated features of the
estimated depth data.

Approach keys:
• Inferring scene geometry (depth) directly from monocular

RGB imagery without using any real depth sensor.
• Applying two dimensional canonical correlation analysis

(2DCCA) to fuse and extract the correlated features between
the RGB and depth data.

• Adding a novel 2D-CCA layer to merge two-dimensional CCA
into deep neural networks for the object detection task.

• The depth information is estimated by a pre-trained encoder-decoder
convolutional neural network. The backbone for the RGB stream and
estimated depth stream is ResNet. Extracted feature maps by 2D-CCA layer
are concatenated for detection.

• The proposed 2D-CCA layer has two pairs of trainable parameters, which
correspond to the left transformation and right transformation in 2D-CCA.
The parameters are initiated by calculating 2D-CCA transformation, and 2D-
CCA is calculated every � epochs to update the parameters of the 2D-CCA
layer.

• The loss function consists of the category classification loss and the bound
box regression loss.

Results of Kitti:

Results of different fusing operation :

Results of different 2D-CCA calculation frequency:

Results of Virtual Kitti:


