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3D Atrous Residual Segmentation Network

Abstract: We investigate that segmenting a brain tumor is facing to
the imbalanced data problem where the number of pixels belonging
to the background class (non tumor pixel) is much larger than the
number of pixels belonging to the foreground class (tumor pixel). To
address this problem, we propose a multitask network which is
formed as a cascaded structure. Our model consists of two targets,
i.e., (i) effectively differentiate the brain tumor regions and (ii)
estimate the brain tumor mask. The first objective is performed by our
proposed contextual brain tumor detection network, which plays a
role of an attention gate and focuses on the region around brain
tumor only while ignoring the far neighbor background which is less
correlated to the tumor. Different from other existing object detection
networks which process every pixel, our contextual brain tumor
detection network only processes contextual regions around ground-
truth instances and this strategy aims at producing meaningful regions
proposals. The second objective is built upon a 3D atrous residual
network and under an encode-decode network in order to effectively
segment both large and small objects (brain tumor). Our 3D atrous
residual network is designed with a skip connection to enables the
gradient from the deep layers to be directly propagated to shallow

%The segmentation network takes the detected result from our previous
i detector component which is first extended on each direction an offset f = 6.
gThe highest resolution and half resolution layers are designed with vanilla
i convolution whereas the quarter resolution layers are designed with 2x2 and
§3x3 atrous convolutions in order to learn long-range representation.
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layers, thus, features of different depths are preserved and used for "} Comvouton "5 Convolution Convolution
refining each other. In order to incorporate larger contextual
information from volume MRI data, our network utilizes the 3D atrous Fig 3. Brain Tumor Segmentation

convolution with various kernel sizes, which enlarges the receptive

field of filters.

In order to communicate

between different

resolution, features from

different depth are usually

sagittal coronal i combined by concatenate, L
i residual connection. As e

shown in Fig.4 (A), the skip @

connection in Resnet ® ®) :

contains a convolutional layer with stride 2 to deal with the inconsistency :

between the numbers of input channels and output channels. In our proposed

network, we concatenate features of very different depths to the final output

as shown in Fig.4 (B). By concatenating features from different scales, the i

semantic meaning of features are also preserved throughout the whole

network.
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Fig. 1. From left to right: Given an image with (left),
i positive window is defined as contextual around groundtruth (middle)

i and negative windows which are not covered in the positive windows R “ ................
i (right). Each red circle is corresponding to center of each proposal.

REN Metrics BRATS 2018 BRATS 2017 BRATS 2015
H WI TC ET |WT TC ET |WT TC ET |}
i Table 1. Evaluation Dice score 864 825 782 | 859 822 742|904 823 724 |}
i on online testing set| Sensitivity-TPVF | 95.4 88.0 828 | 958 858 793 | 921 834 762 |}
Residual i of BRATS 18, BRATS | Specificity- TNVF | 98.7 99.6 99.8 | 98.5 99.6 99.8 | 913 822 73.
network : 17, BRATS 15 Precision 87.8 869 849|867 853 783|884 865 743
i Hauf 47 63 52|88 100 112 51 128 68 |
ASSD 103 193 248 | 1.06 223 294|095 2.35 3.46 |
ROl Methods Dice Score Sensitivity
pooling layer
WT TC ET | WT TC ET
Image CNN backbone Feature Map Fixed Size Feature Map Pereira et al [20] 780 650 700 - - -
{ rable2. G . Pavel etal [19] | 83.0 750 77.0 | - - -
Fig 2. Brain Tumor Detection oo BRATS 15 alina Chang etal [35] | 870 810 720 | - - -
P ) ) N ) ) ! { i onBRATS 15 online Deep Medic [21] | 89.6 754 718 | 903 _73.0 730
: Positive windows generation: the positive window is defined as a: : testingsets DMRes [22] 898 750 20891 721 725
i contextual region around the groundtruth and the size of the positive i Improved Unet [36] | 850 740 640 | 9.0 730 720
i window is as twice as brain tumor groundtruth. An example of positive i DRLS [7] 880 820 730|910 760 78.0
§ wind tion is gi in Fig.1(middle) where the groundtruth is : FSENet [37] 850 720 610|860 680 63.0
i windows generation Is given In Fig. 8 Multi_task [38] | 870 750 650 | 89.0 850 630
i presented in green box and the positive window is presented in blue box. : Our 904 823 724|920 834 767
: Negative Windows Generation: Although the positive windows cover all ; S e

the positive proposals, a significant portion of the brain, which is not§
i lesion and maybe considered to be background, is not covered by them.
i In this step, we eliminate regions that does not contains any object, :

simply the almost black background will be ignored. H

WT TC ET | WT [ TC | ET
90.25 | 85.78 | 79.59 | 3.81 | 6.14 | 2.98

i Table 3. Ablation Without Detection,
i study on local BRATS Only 3D Atrous Residual Network

: 18 validation set Contextual Detection & 5
: 3D Atrous Residual Network 90.95 | 88.88 | 81.40 | 3.73 | 592 | 2.70




