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Motivation

Canonical forms of classes are used to recognize
unseen gestures

Gesture understanding requires a language model
Gesture-based searching and mining

Automated Transcription of gestures

To Recognize unseen gestures without access
during training

Application of Concept Embedding
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Solution Approach

Grammar Based Parser
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A gesture parser splits a gesture video into
concepts following a grammar
Utilize transfer learning models for each concept « Canonical form of gesture representation
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Concept Embedding for zero-shot recognition
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Evaluation Dataset

IMPACT Lab dataset:
= Using Learn2Sign mobile application
= 23 gestures from 130 learners with 3 repetitions

ASLTEXT dataset:

= Subset of ASL Lexicon Video Dataset from
Boston University
250 unique gestures. 1598 videos out of which
we utilize 1200 videos of 190 gestures not in the
IMPACT dataset.
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= Overall normalized accuracy of 66% out of 1200 videos
= Closest state of the art using 3D-CNN reports 51.4%
=  While utilizing part of ASLTEXT as training set

Defined canonical form representation of gestures to Zero-Shot Learning and Developed an ensemble system that recognize novel unseen gestures




