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Problem Definition

Proposed Method: ORION 

Experimental Evaluation

Conclusions

ORION is implemented using MATLAB and Python. We use the tensor

toolbox4 for tensor completion, scikit-learn5 for classification tasks and

Tensorly6 for tensor operations in python. All datasets used are publicly

available. Code is available at https://github.com/ravdeep003/ORION.

• Introduced tensorized feature space based on factors generated from 

tensor decomposition.

• Demonstrated effectiveness of our methods against traditional linear and 

non-linear supervised learning methods.

Supported by:

Classification Accuracy

Y

Given:

HSI 3-D Tensor Label Matrix

, ,
and Tensor Rank R

Generate a feature space for a classifier such that pixels in the image 

are classified into one of the given classes.

Hyperspectral Images(HSI):

• Images with hundreds of spectral bands at each pixel.

• Used in aerial land surveys with aircrafts or satellites.

• Each pixel has different features corresponding to spectral bands.

Different spectral bands

Example of Hyperspectral Image1

Task: Assuming each pixel belongs to one 

class, classify all pixels in HSI.

𝐀⊙𝐁 = 𝑎1⊗𝑏1 𝑎2⊗𝑏2 …𝑎𝑅 ⊗𝑏𝑅 ∈ ℝ𝐼𝐽×𝑅

• Khatri-Rao Product (KRP) of two matrices 𝐀 ∈ ℝ𝐼×𝑅 and 𝐁 ∈ ℝ𝐽×R is a 

column-wise Kronecker product. 

• CP/PARAFAC Decomposition of a 3-mode tensor of size I ✕ J ✕ K for a 

particular rank R is given by sum of R rank-one tensors:

Where 𝐀 ∈ ℝ𝐼×𝑅 , 𝐁 ∈ ℝ𝐽×R and C ∈ ℝ𝐾×R are factor matrices. 

∘ denotes the three-way outer product.

• Tensor Completion is the task of predicting missing values in a tensor 

using tensor decomposition. 

• Intuition: Map the input space to higher dimensional space by exploiting 

multi-linear structure of tensors.

• CP decomposition of a 3-D tensor X yields 3-factor matrices A, B and C.

• Tensorized Feature Space: Khatri-Rao Product of matrices A and B.

𝐀⊙𝐁 ∈ ℝ𝐼𝐽×𝑅

Overview of ORION

• In case of Indian Pines, Pavia University and Salinas datasets,  

ORION performs better than the baselines.

• One of the challenges in HSI pixel classification is limited labelled 

data. We split the data into 30% training and 70% testing.

• In case of Indian Pines and Salinas ORION performs better than 

baselines.

• In both cases, baselines perform better in Salinas-A. A probable 

explanation for this behavior is Salinas-A, which is a subscene  of 

Salinas, has a linearly separable structure. We shall investigate this

in future work.

• As the Tensor rank increases, accuracy increases until a certain 

point. As we conjecture this increase in rank results in explosion 

of feature space which resembles how kernel method works.

1 Image from: https://en.wikipedia.org/wiki/Hyperspectral_imaging
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