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Early hierarchical computational visual models as well as recent deep neural networks have been inspired by the functioning
of the primate visual cortex system. Considering the ability humans have to select high semantic level regions of a scene, the
question whether neural networks can match this ability, and if similarity with humans attention is correlated with neural
networks performance naturally arise.
To address this question, we propose a pipeline to select and compare sets of feature points that maximally activate
individual networks units to human fixations. We extract features from a variety of neural networks, from early
hierarchical models such as HMAX up to recent deep convolutional neural networks to compare them to human fixations.
Experiments over the ETD database show that human fixations correlate with CNNs features from deep layers significantly
better than with random sets of points, while they do not with features extracted from the first layers of CNNs, nor with the
HMAX features, which seem to have low semantic level compared with the features that respond to the automatically
learned filters of CNNs. It also turns out that there is a correlation between CNN's human similarity and classification
performance.

Introduction

Human fixations and neural networks feature points.



Scheme of the features extraction from HMAX
KDE estimation of the human fixations 

and the HMAX features 

To evaluate the correlation between human
fixations and interest points, we compare their
density maps using three similarity indexes:

• Bray-Curtis similarity (BC)

• Jensen-Shannon similarity (JS)

• Spearman rank correlation coefficient (ρ)

Interest area comparison
Given an image I and two probability density
functions f1 and f2
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Interest area comparison

Similarity indexes between all features 
and human fixations

Similarity indexes between HMAX and DNNs features
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Scatter plots of human similarity (vertical axis) and performance (horizontal axis)

Correlation between human similarity 
and performance

BC JS ρ

First Layer 0.63 0.61 0.76

Top Layer 0.38 0.37 0.54

Conclusions
Experimental results demonstrate that responses
from the first filters do not correlate with human
fixations, and HMAX features seem to be
equivalent to the features extracted from the first
layers of deep CNNs. Features from deep layers, on
the contrary, correlate with human fixations.
Similarity with humans is correlated with CNNs
performance.
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