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Social graph is processed to 

generate E- (in addition to 

E+). Both E- and E+ are 

represented via discrete 

values
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Discrete representations of E- and E+ are used to generate 

vector-space embedding, comprising 256 dimensions 

(ℝ256), per actor/node in E- and E

RLVECN

The  vector-space embedding (ℝ256), 

of the constituent actors or nodes in 

SN (E- and E+), are used as input for 

generating pooled feature/activation 

maps via the ConvNet layer

Pooled feature/activation maps 

alongside ground-truth labels, 

Y, are used for training a MLP 

classifier for LP and NC tasks
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