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Introduction

One Class Classification (OCC) is an Extreme case in classification where knowledge of the classifier is limited to only a single class. Given training samples from a class, the one class classifier is expected to reject samples from any outside class. We learn generative features using the one-class data with a generative framework. We augment the learned features with the corresponding reconstruction errors to obtain augmented features. Then, we qualitatively identify a suitable feature distribution that reduces the redundancy in the chosen classifier space. Finally, we force the augmented features to take the form of this distribution using an adversarial framework.

Motivation

one-class modeling identifies the positive space in a given feature space. Objects appearing outside the positive space are identified as out-of-class samples. Redundant space could be identified as a part of the positive space in this approach. No guarantee that out-of-class samples will always get projected in the negative.

In representation modeling, a representation is learned from one class data. During inference, samples that are not represented well are identified as out of class samples. However, there is a possibility for out-of-class samples to be well represented as well - especially when the representation is generic.

Proposed Method

Modelling fails when out-of-class samples get projected inside the identified positive space. Provided that, latent space is smooth and each latent code inside the positive space corresponds to an in-class sample, failed cases can be identified considering the reconstruction error.

- Autoencoder network that is trained on reconstruction loss
  \[ l_{mse} = \| x - \hat{x} \|^2 \text{ where, } \hat{x} = De(En(x)) \]
- Extend the latent space by appending MSE to the latent feature: Prevent out-of-class samples from entering positive space
  \[ l_{gan} = E_{x \sim N(0, I) \in \mathbb{R}^n} [\log D(s)] + E_{x \sim P_c} [\log (1 - D(z'))] \]
- Force extended latent features to follow a pre-determined distribution: Reduce redundant positive space and results in smooth latent codes
- Fit a one-class classifier on extended feature space

Results

We evaluated the effectiveness of the proposed method with recently published OCC methods by considering area under the ROC curve metric.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>76.7 0.99</td>
<td>68.5 0.79</td>
<td>73.8 0.69</td>
<td>80.3 4.9</td>
<td>85.2 0.9</td>
</tr>
<tr>
<td>CIFAR10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

GTSRB STOP SIGN dataset

We evaluated the effectiveness of the proposed method with recently published OCC methods by considering area under the ROC curve metric.