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Introduction
Recent deep learning methods generally rely on a large amount 

of labeled data, which is not always available and often expensive 
to acquire. To circumvent this issue, enormous efforts have been 
made, aiming at leveraging unlabeled data to improve the 
generalization performance. This line of research includes recent 
advances in transfer learning, domain adaptation (DA), semi-
supervised and self-supervised learning.

In self-supervised learning, the model receives a supervision 
signal from an auxiliary task (also known as pretext task) without 
resorting to human annotations. The goal of self-supervised 
learning is to learn a useful feature representation for downstream 
tasks (such as image classification). Image rotation prediction has 
been proven to be a simple yet effective pretext task and has been 
applied to self-supervised DA which reaches the state-of-the-art.

Recent advance in semi-supervised learning exploits the 
consistency with respect to data augmentation, achieving 
promising results on several benchmarks. The main idea is to 
ensure the predictions to be consistent before and after a 
perturbation/transformation of the input.

In this paper, we incorporate simultaneously the consistency 
loss to the self-supervised domain adaptation. Specifically, we 
overload the data augmentation operation, such as image rotation, 
to bridge self-supervised learning and consistency learning.
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Analysis

Conclusion
In th is paper,  we have shown that  image rotat ion can be 
simultaneously used for both self-supervised learning and 
consistency training. By combining both, we have derived a 
principled way to handle the unlabeled data from target domain and 
thus have attained a new domain adaptation algorithm. The 
experimental results on multiple object recognit ion domain 
adaptation benchmarks have shown that consistency training 
constantly improves self-supervised domain adaptation, reaching the 
state-of-the-art performance.

Self-supervised DA revisited:

Self-supervised DA with Consistency Training:

We explicitly relate the representation of the rotated image to the 
label of the main task by maximizing the mutual information:

Assuming p(y) uniform

: Entropy Minimization loss
:  K-L Consistency loss

C o m b i n i n g  t h e  l o s s e s 
suggested by maximization 
of mutual information with 
those of self-supervised DA, 
we get the final objective 
function:

Convergence 
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methods


