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Task

Recognize the interactor’s 

actions from video stream

Two-step pipeline

⚫ Pose estimation

⚫ Skeleton-based action 

recognition

Challenges

⚫ Specific scenes and camera 

viewpoints

⚫ Real-time recognition on the 

mobile robot platform

⚫ Effective and explainable 

network structure

Method

Pre-Attention Pose 

Network (PAPNet)

⚫ Learning to roughly 

focusing on the 

interactor with Pre-

Attention

⚫ Concentrating 

resources on 

estimating the 

interactor's pose at 

high resolution 

accurately

Overview

An attention-oriented multi-level 

network framework

Attention-Guided Action Network (AGANet)

⚫ Two stages respectively devoted to 

spatial pose representations and 

temporal motion patterns

⚫ Local Spatial-Temporal Attention (LSTA) 

to focus on important local structures

⚫ Global Semantic Attention (GSA) to 

combine multi-scale temporal motion 

features

Experiments

Action-in-Interaction Dataset (AID)

⚫ RGB + Depth

⚫ Simulating mobile robot’s viewpoints

⚫ 10 categories, 20 subjects, 1031 

action instances

➢ Evaluation of efficiency ➢ Pre-Attention effects

➢ Evaluation of recogniton accuracy ➢ LSTA effects
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