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Introduction

In this paper, we demonstrate that the performance 
of the network can be improved, if the distributions 
of the features of the output in the same layer are 
similar. As normalizing based on mean and variance 
does not necessarily make the features to have the 
same distribution, we propose a new normalization 
scheme: Batch Normalization with Skewness 
Reduction (BNSR). Our contributions are 
summarized as follows:
- We propose a new batch normalization scheme.
- The scheme introduces a nonlinear function, which 
not only decreases the skewness of the feature 
distributions, but also increases the flexibility of the 
network.
- We demonstrate that our approach outperforms 
other normalization approaches on visual 
recognition tasks.

Batch Normalization with Skewness Reduction

To encourage the distributions of the features to be 
further similar, we propose BNSR, which adds a 
nonlinear function between the two parts of original 
BN: the feature normalization and the scaling and 
shifting part. We first start by giving the definitions:

As a result, after applying the step of feature 
normalization, we operate the step of skewness 
reduction, which can be described as:

Although applying this function always leads to non-
zero means and non-unit variances, these 
oscillations are still acceptably small if we choose a 
small p, and conceptually can be absorbed by the 
linear transformation right after this step.

Algorithm

Experiments

We first determine the value of p by using
VGG-19 network to evaluate the performance on 
CIFAR-100 for p = 1.01, 1.02, 1.03, 1.04 or 1.05. We 
choose the p corresponding to the least final error, 
which is p = 1.01 We then analyze how the similarity 
of the feature distributions impact the performance 
of the neural network, by using the same network 
to evaluate different settings of normalization on 
CIFAR-100. After that, we investigate the histogram 
for the features from different layers. We also use 
BNSR for only 33% of the total number of 
normalization layers (that is, for all the 
normalization layers, we use BNSR for 33% of them, 
and original BN for 66% of them), and analyze 
where BNSR is more effective. We then evaluate 
BNSR with BN, LN, IN on CIFAR-100, and with BN on 
ImageNet. Experimental results show that the 
proposed approach can outperform other state-of-
the-arts that are not equipped with BNSR.


