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• Key idea: Network distillation [Hinton+, 2015] + adaptive distillation
• Allowing client models to take different architectures + to be sent to server only once

DLAD: Decentralized Learning via Adaptive Distillation
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Background

• Problem: How can we train a deep neural network for 
classification tasks from decentralized labeled data?

Related Work

• Federated learning: server iteratively asks clients to 
train a global model and aggregates the client models to 
update the global model
Pros: no need to get direct access to client data
Lim 1: clients have to train the model of the same arch.
Lim 2: server should communicate with clients frequently

Our focus

• Can we allow clients to train models with different archs?
• Can we allow clients to send their model only once?

• Dataset: MNIST/CIFAR-10/CINIC-10 split into multile client data subsets
• Baselines: Client model | Average aggregation | Upperbound (w/ labeled distil. data)
• Model archs: ResNet / DenseNet

More information:
Full paper: https://arxiv.org/abs/2008.07948
RL extension: https://arxiv.org/abs/1909.13111
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