
 traditional self-attention mechanism does not always work and its 
performance is not stable for person Re-ID.

 Semantic response and semantic difference have totally different 
meanings, but they are mingled together in similarity calculation in self-
attention, making the loss of independence.
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Person re-identification aims to identify the same person from different cameras, which needs to integrate whole-body information and
capture global correlation. However, convolutional neural network is able to only capture short-distance information because of the size of
filters. Self-attention is introduced to capture long-distance correlation, but inner-product similarity calculation in self-attention mingles
semantic response and semantic difference together. Semantic difference is more important for person re-identification, because it is robust to
illumination without the effect of semantic response. However, we find the scale of norms measuring semantic response is much larger than
angle measuring semantic difference by decoupling inner-product similarity into norms and angle. To balance the importance of semantic
response and semantic difference in self-attention, we propose the decoupled self-attention module for person re-identification to make the most
of self-attention. Extensive experiments show that the decoupled self-attention module obtains significant performance with easier convergence
and stronger robustness.
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 Activation value in a location on feature maps can reflect whether
this location contains some kind of semantic information, and
semantic similarity can tell us whether there is the same semantic
information in two different locations.

 Semantic difference is more important for person Re-ID because of
its robustness to illumination and noise from background, but the
scale of the norms and the angle is obviously different.
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The similarity between Fi and Gj is

Thus, SA has a form of

For location i(1≤i≤ hw), the feature after SA will be

The “attention” location is the location which has high activation
value, and has a high correlation with those locations having high
activation values. Concretely, the norms of F𝑖𝑖 andGj measure response
(activation) degree in locations I and j on all channels, yet 𝑐𝑐𝑐𝑐𝑐𝑐 𝐹𝐹𝑖𝑖 ,𝐺𝐺𝑗𝑗
measures semantic difference (correlation).

The decoupled self-attention module
In order to balance the scale of norms and angle in inner-product

similarity, and better model semantic response and semantic correlation
for person re-identification, we introduce a generic form of the decoupled
self-attention module as follows:

The functions f and g is introduced to generalize the form of similarity,
and balance the scale of norms and cosine of the angle.

Fig 1: The first row is activation maps without the decoupled self-attention
module, and the second row is activation maps with the decoupled self-
attention module.
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