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Problem

Person Re-Identi�cation (Re-ID)
aims at retrieving a speci�c person from im-
ages or videos captured by di�erent cameras
from various times and places, which has at-
tracted signi�cant attention in recent years.
The most existing approaches have achieved
good results in the case of fully supervised
training where all the images require man-
ual annotations, consuming large amounts
of labor and time.

Unsupervised Domain Adapta-
tion (UDA) has emerged as an e�ective
paradigm for reducing the huge manual an-
notation cost for Person Re-ID. Many of
the recent UDA methods for Re-ID are
clustering-based and select all the pseudo-
label samples in each iteration for the model
training. However, there are many wrong
labeled samples that will mislead the model
optimization under this circumstance, as
shown in the �gure below.
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Progressive Unsupervised Domain Adaptation

In the case of one-shot video-based Person Re-ID, Wu et al. [1] propose the EUG
(Exploit the Unknown Gradually) method to exploit unlabeled tracklets in a step-
wise manner to improve the discriminative capability of the CNN feature representation.
They �rstly train the model on the labeled tracklets, then gradually but steadily extent
the training set by selecting unlabeled samples with higher pseudo-label con�dence. Such
supervised training and dataset extension stage alternate during the iteration process till
all the unlabeled samples are selected, greatly improving the performance of the model.

Inspired by EUG, we hope to solve the UDA problem through the progressive method.
However, there are some challenges in applying the progressive method to our works. On
the one hand, the progressive method is based on a one-shot condition, which is di�erent
from the unsupervised situation without any annotation. On the other hand, each tracklet
in video-based ReID consists of many slightly di�erent frames, and the model can ignore
some noise features by averaging all the frames' features in the early iterations, which
is impossible for image based Re-ID with single image. So, it is hard for the model to
distinguish which features are important for an identity and which are random noises in the
image-based condition.

In this paper, we propose a Progressive Unsupervised Domain Adaptation
(PUDA) framework for the image-based Person Re-ID to reduce the negative e�ect of
noise pseudo-label samples on the model optimization process by applying the progressive
method on this unsupervised task.

The Proposed Framework

Here is the overview of our framework. We �rst pretrain a CNN model on the labeled
source dataset, then �netune the model on the unlabeled target dataset with an iterative
approach. The pretraining and �netuning processes are marked with green and red serial
numbers respectively.

In each �netuning iteration, we (1) extract the feature representations of all the samples
in target dataset; (2) generate pseudo labels for them by clustering algorithms; (3) select
more pseudo-label samples with higher con�dence as a new training set for current iteration;
(4) train the model in a supervised manner with these selected samples.

Experiment Results

We implement our framework based on MMT[2], which is the state-of-the-art method in
the unsupervised image-based Person Re-Identi�cation, outperforming MMT by 4.2 points
on Market-1501[3] and 1.7 points on DukeMTMC-reID[4], the two large-scale datasets.


