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INTRODUCTION

 Context:
₋ Partnership between the Laboratory of Advanced Technology

and Intelligent Systems (LATIS, University of Sousse) [1] with the Tunisian

national archives (ANT) [2] and our industry partner “Smart Information

Trade”

₋ Historical documents transcription and indexing issues [3]

 Objective: Text line localization in Arabic historical document images

 Challenges: Complexity of the particularities of historical Arabic

document images

Fig 1: Scheme of the proposed method used for text line localization 

in ancient handwritten Arabic document images
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Step 1: Extraction of the X-height contour of each text line using U-Net architecture [3,4]

Step 2: Extraction of the foreground contour by applying a modified RLSA algorithm

Step 3: Determination of the ascender and descender components of each text line

using topological structural analysis
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Fig 2: Examples of historical document images of the four evaluated datasets

X-height level1

₋ Precision (P)

₋ Recall (R)

₋ F-measure (F)

₋ Match

₋ Miss

₋ False alarm

₋ Split

₋ Merge

Whole text line level2

Match Miss False Alarm Split Merge

RASM 1497 35 568 65 96

ANT (Arabic) 697 23 21 12 0

cBAD 6374 1106 865 439 39

ANT (Latin) 838 11 5 10 4

Tesseract 3 Tesseract 4 FRE11 KFCN RDI Proposed

method

Success rate

(Text line correctly detected)

28.8 44.2 43.2 67.7 81.6 88.42

Table I: Performance evaluation of the proposed method 

on ancient Arabic and Latin document images

Table II: Performance comparison of the five participating methods 

in RASM 2018 contest with the proposed method

a) Text lines at X-height level b) Whole text lines

Fig 4: Examples of some limitations of the proposed method

RESULTS

Fig 3: Output of the proposed method 
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