
 Monocular depth estimation aims to 
generate a corresponding depth map from a 
single image

 We propose a new network architecture with 
simple effective modules for monocular 
depth estimation task
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 Our network is composed of an encoder, a 
bottleneck pyramid block, a skip connection 
with a fuse module, and a simple decoder

 Bottleneck pyramid block receives the 
bottleneck feature as input and processes it 
with the pyramid convolutional layer

 Decoder reconstructs the refined bottleneck 
feature into a depth map at the desired scale

 Through this procedure, we deliver a multi-
scale context through skip connection and 
integrate it with the decoded features through 
the fuse module

 We experimented our network with two 
datasets, NYU Depth V2 and KITTI datasets

 Our work shows good performance on both 
indoor and outdoor datasets

 Ablation study shows that our suggested 
module has succeeded in exploiting 
meaningful features in the encoding phase 
and integrating these features well in the 
decoding phase

 Bottleneck pyramid block receives a 
bottleneck feature from the encoder and 
output refined feature map to the decoder

 Fuse module is located between each decoder 
block and it receives features from both 
encoder and decoder
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