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Fig. 1: FourierNet output with different number of coefficients; 2 (top left), 
5 (top right), 10 (bottom left) and 20 (bottom right). The top right object has 
18 rays extended from the feature point responsible for the detection (the 
actual mask generated in this image has 90 contour points).

Instance segmentation is one of the techniques used for 
scene understanding. It categorizes each pixel of an image 
by a specific class and at the same time distinguishes 
different instance occurrences, and It is usually solved with 
deep learning. Each instance needs a mask and it can be 
represented in one of three ways: binary grid [1], polygon 
contour [2], or shape encoding [3-4]. 
In our work, we want to find a representation that uses the 
least number of parameters to represent the mask without 
sacrificing performance. 
● Binary grid is the most widely used representation 

because of its simplicity, but it needs a large amount of 
memory. 

● In Polygon contour representation, the network has to 
predict points which are used to construct a set of closed 
polygons which make the mask. This has a lower memory 
footprint, but it adds to the complexity of the system. 

● In Shape encoding, the network has to predict a 
compressed representation of the other two 
representations then perform a numerical transformation 
to get the final mask. 

In our work, we introduce FourierNet which predicts the 
Fourier coefficients of a polygon contour in polar 
coordinates. This reduces the number of parameters to 
represent the mask without sacrificing quality. In addition, 
the Fourier transform operation is differentiable, thus the 
network can be trained end-to-end.

Network architecture 

The FourierNet architecture. FourierNet has 5 heads at 
various spatial resolutions. More uniquely, each head 
predicts coefficients of a Fourier series which is converted 
into contour points using an Inverse Fast Fourier Transform.

Results

● The experiments were conducted on COCO dataset.
● The FourierNet in this experiment has a Resnet-50 

backbone and 60 contour points. 
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