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Unsupervised Domain Translation (UDT)

Input: datasets 𝐷𝐴, 𝐷𝐵 sampled from the marginals
𝑃 𝐴 , 𝑃 𝐵 of some joint distribution 𝑃(𝐴, 𝐵).

Task: Learn 𝑃(𝐵|𝐴)

UDT is ill-posed !
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Arbitrary pairing

𝑇𝜃: 𝐴 → 𝐵

Toy example: 𝐴, 𝐵 ⊂ ℝ. Without matching pairs, an arbitrary pairing defines a valid transformation.

So how does CycleGAN, MUNIT, … work?

Locality bias: Problem + Architecture

ℎ

𝑤

3

ℎ

2

ℎ

2
ℎ

𝑤

3

ℎ

4

3 × 3

𝐴 𝐵

CycleGAN, … use an autoencoder bottleneck with a large spatial size and small convolution kernels.

Nonlocal problem – failure:

Nonlocal architecture – failure:

CycleGAN and MUNIT 
fail to learn a simple 
nonlocal problem like 
vertical flip.
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StyleGAN encoder-decoder with flat bottleneck, based on ALAE. Left: training, Right: inference.

A deep UDT
architecture w/o
locality bias converges
to an arbitrary
solution.

Linear, orthogonal image-to-image translation

Find 𝑇: 𝐴 → 𝐵 𝑏 = 𝑇𝑎 such that  𝑇𝑇′ = 𝑇′𝑇 = 𝐼

Challenges:
•𝑇 is very large
•Unsupervised learning scheme?
•Expressiveness?

Solution: Learn a linear transformation in PCA space

𝑇 = 𝑊𝐵𝑄𝑊𝐴′

𝑟 principal components of 𝐷𝐵 𝑟 principal components of 𝐷𝐴learned 𝑟 × 𝑟 orthogonal matrix

Natural images are well represented by relatively few PCA 
components (𝑟 ≪ 𝑑).

Some real tasks like colorization are 
close to being distance-preserving.

Learning method: Procrustes + ICP in PCA space

PCA ambiguity is resolved via skewness. 
Target 𝑄 is close to identity.

Results

Conclusion
• UDT is in general ill-posed.
• SOTA unsupervised im2im methods rely on locality bias.
• Our approach - linear orthogonal transformations - can be learned in a few

seconds and works well for many true relations.
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