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Complex data distributions are challenging for 

regression tasks
• Complex data distributions

• E.g., multimodal data

• Single regression model has high bias

Example: intersecting lines with different noises
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Regression on complex distributions by divide-and-

conquer
• Conventional divide-and-conquer methods

• Partition input space

• Hard-partition: decision trees, random forests

• Soft-partition: mixture of experts

• Probabilistic tree-structured models

• Nodes: gates to partition inputs

• Leaves: experts to local regression

• E.g., HME, HME-GP, HME-SVM

Hierarchical mixture of experts [1]
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Conventional divide-and-conquer methods have 

shortcomings
• Shortcomings of conventional methods

• Hard-partition: decision trees, random forests

1) Discontinuities

2) High biases

• Soft-partition: mixture of experts

1) Do not leverage input-output 

dependency; gate/partition based on

assumed distributions

2) Need strong experts

3) Need additional procedures to optimize

tree structures

Hierarchical mixture of experts [1]
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We address conventional methods’ shortcomings by 

joint-partition and optimization
• Joint partition input-output space

• E.g., different sub-output spaces (y) have

different modes (x)

• Joint partition (x, y) such that each sub-region

has a simple mode to enable simple expert

• Joint optimization tree structure and experts

Example: intersecting lines with different noises
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We address conventional methods’ shortcomings by 

joint-partition and optimization
• Joint partition input-output space

• E.g., different sub-output spaces (y) have

different modes (x)

• Joint partition (x, y) such that each sub-region

has a simple mode to enable simple expert

• Joint optimization tree structure and experts

• No need for additional structure optimization

Example: intersecting lines with different noises
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Hierarchical routing mixture of experts (HRME) has 

classifier nodes and regressor leaves
• Binary tree

• Node: binary classifier

• Classify by separateness of modes

• Soft-partition by probabilistic class assignment

• Hierarchical partition input-output space

• Resulting sub-region has simple mode,

ideally unimodal

• Leaf: simple regressor

• Each sub-region has a regressor

HRME model
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Hierarchical routing mixture of experts (HRME) makes 

probabilistic inference
• Probabilistic inference for data 𝒙, 𝑦 , 𝒙 ∈ ℝ𝑑 , 𝑦 ∈ ℝ

• Introduce a threshold 𝑡, 𝑦 = 0 𝑖𝑓 𝑦 < 𝑡 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 𝑦 = 1

• Each node 𝑛𝑖 carries a classifier

• Introduce a binary-valued random variable 𝑧𝑛𝑖

1: assign to 𝑛𝑖, 0: not assign

• Likelihood of assign a data 𝒙 to node 𝑛𝑖

• Likelihood of assign a data 𝒙 to leaf 𝑙𝑘

• Estimate by expectation of leaf predictions 
HRME model
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Recursive EM jointly optimizes experts and tree 

structure
• Recursive Expectation-Maximization algorithm

• Objective

• E-step: compute evidence lower bound (ELBO)

• M-step: optimize partition thresholds and

model parameters

• Done recursively, depth first

(Details are in the paper)

HRME model
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Recursive EM jointly optimizes experts and tree 

structure
• Recursive Expectation-Maximization algorithm
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Experiments

• Data • Models

• HRME

• Leaf: linear regression (HRME-LR)

• Leaf: support vector regression (HRME-

SVR)

• Baselines

• Linear regression (LR)

• Support vector regression (SVR)

• Decision trees (DT)

• Random forests (RF)

• Hierarchical mixture of experts (HME)

• Multilayer neural nets (MLP)
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Experiments

• Results



17

Experiments
• Results: three-line fitting

(a) LR (b) DT (c) RF

(d) MLP (e) SVR

(f) HRME-LR

(g) HRME-SVR
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Experiments

• Results: three-line fitting by experts in HRME

(a) Data (b) Predictions by HRME experts

Darker color: stronger confidence

(c) Predictions by top-1 HRME experts
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Experiments

• Results: HRME tree on three-line data

HRME tree

Node: partition threshold

Edge: regression error
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Conclusion

• Hierarchical routing mixture of experts (HRME) addresses the difficulty of data partitioning and 

expert assigning in conventional regression models

• HRME captures natural data hierarchy and routes data to simple regressors for effective 

predictions

• Probabilistic framework + recursive Expectation-Maximization (EM) algorithm to optimize both tree 

structure and expert models

• Comprehensive experiments validate effectiveness

• HRME properties

• Convergence: 

• Complexity: 

• Consistency: yes

• Identifiability: yes



22

References

[1] Yuksel, S. E., Wilson, J. N., & Gader, P. D. (2012). Twenty years of mixture of experts. IEEE 

Transactions on Neural Networks and Learning Systems, 23(8), 1177-1193.

[2] Zhao, W., Gao, Y., Memon, S. A., Raj, B., & Singh, R. (2020). Hierarchical routing mixture of 

experts. ICPR 2020.


