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Introduction: Skeleton-based Human Action Recognition Experiments

Method: Temporal Attention-Augmented GCN (TA-GCN)

Conclusion

Recently, significant results have been obtained by employing Graph
Convolutional Networks (GCNs) for skeleton-based human action
recognition. In these methods, an action is represented as a sequence
of body poses and each body pose is represented by a skeleton. The
skeleton data is treated as a graph which models the spatial
relationship between different body joints and the temporal dynamics
in an action are expressed by a sequence of skeletons.
Most of these methods use deep feed forward
networks to model the spatio-temporal features
and process all the body skeletons in a
sequence which is not efficient in terms of
computational complexity. In this paper, we
propose a temporal attention module (TAM) to
extract the most informative skeletons in an
action sequence, leading to increased computational efficiency in both 
the training phase and inference.

§ We proposed a temporal attention-augmented GCN to improve the 
computational efficiency in skeleton-based action recognition. 

§ Our method trains the attention mechanism to select the most 
informative skeletons for each action in an end-to-end manner. 

§ On two widely used benchmark datasets, the proposed method 
outperforms the baseline with a large margin and it has competitive 
performance with the state-of-the-art methods, while being up to 10 
times less computationally complex. 

We conducted experiments on NTU-RGB+D and Kinetics-Skeleton
datasets which are two widely adopted datasets for evaluating the
performance of skeleton-based action recognition methods. We
compare the performance of the proposed method with the of state-
of-the-art methods in terms of classification accuracy and
computational efficiency.

Table. 1 Comparisons of the classification accuracy with state-of-the-art methods 
on the test set of NTU-RGB+D dataset. 

Table. 2 Comparisons of the classification accuracy with state-of-the-art methods 
on the test set of Kinetics-Skeleton dataset. 

Figure. 2 Computational complexity comparison between the proposed method 
when it selects different number of skeletons, and all the state-of-the-art methods 
which utilize all the skeletons of the input sequence. 

Figure. 1 Illustration of the proposed model diagram

In order to extract discriminative features in temporal dimension of
data, we propose TAM which highlights the most informative skeletons
in a sequence. Inspired by the baseline methods, ST-GCN and AGCN,
at each layer of network, spatial and temporal convolutions are
performed on data to extract the features in spatial and temporal
dimensions, respectively. The TAM takes a tensor 𝑯(𝒍) ∈ 𝑅($ ! ×&×') as
input which can be the input data, i.e. 𝑯(𝟎) = 𝑿 or the output of a
hidden layer of the network. First, two average pooling operations in
both features and spatial dimensions are performed to produce 𝒉(𝒍) ∈
𝑅()×&×)) which denotes the average value of each skeleton in the
sequence. Then, the attention tensor 𝑎 is produced by a fully
connected layer as:

𝒂 = 𝑆𝑖𝑔𝑚𝑜𝑖𝑑 𝒉 𝒍 𝚯 ,

Where 𝜣 ∈ 𝑅&×& denotes the learnable transformation matrix and the
resulted attention tensor indicates the importance of each skeleton in
the sequence. To highlight the most informative skeletons, the
attention map is duplicated by 𝐶(*)×𝑁 copies to produce 𝜦 ∈
𝑅 $ ! ×&×' which is subsequently dot multiplied to 𝑯(𝒍) as follows:

6𝑯 𝒍 = 𝑅𝑒𝐿𝑈(𝑯(𝒍)⊗𝜦)

To select a subset of 𝑇+ skeletons from 𝐻(*), the values in the attention
map are sorted in descending order and the skeletons corresponding
to the highest attention values are selected to be introduced to the
next layers of the network.


