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Abstract

Considering a general class of single-

spike temporal-coded integrate-and-fire

neurons, we analyze the input-output

expressions of both leaky and nonleaky

neurons. We show that SNNs built with

leaky neurons suffer from the overly-

nonlinear and overly-complex input-

output response, which is the major

reason for their difficult training and low

performance. This is more fundamental

than the commonly believed problem of

nondifferentiable spikes. To support this

claim, we show that SNNs built with

nonleaky neurons can have a less-

complex and less-nonlinear input-output

response. They can be easily trained and

can have superior performance, which is

demonstrated by experimenting with the

SNNs over two popular network intrusion

detection datasets, i.e., the NSL-KDD

and the AWID datasets.

Objectives

• We analyze input-output response of

two general types of SNN neurons to

show that the commonly used leaky

neurons have too complex and too

nonlinear input-output response and

are thus hard to train.

• We show that SNNs built with

nonleaky neurons can have much

less complex and much less

nonlinear input-output response.

• We train the proposed SNNs over

two popular network intrusion

detection datasets NSL-KDD and

AWID. New benchmark results are

obtained.

Methods

Datasets

Results-AWID

Results-NSLKDD
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Two major datasets for network intrusion 

detection research:

NSL-KDD,   AWID

Our SNNs have the best performance

(highest accuracy) than DNN/CNN,

RL, and traditional machine learning

methods.

Our SNNs have the best performance

(highest accuracy) than DNN/CNN, RL,

and traditional machine learning methods
Conclusions

We develop single-spike temporal-coded

SNNs that can be easily trained with

competitive performance as conventional

DNNs. We analyze systematically the

input-output expressions of single-spike

temporal-coded leaky and nonleaky

neurons. We also show that the SNNs with

n-LIF neurons outperform a list of existing

methods including the DNN-based

methods.

We develop SNN models based on the

nonleaky neurons and consider neurons

that use spiking time to encode

information. Each neuron emits a single

spike only for energy efficiency.

For the non-leaky integrate-and-fire (n-

LIF) neuron:
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For the leaky integrate-and-fire (LIF)

neuron:
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SNN Algorithm


