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We propose JECL, a method for clustering image-caption pairs by training parallel encoders with regularized clustering and alignment objectives, simultaneously learning both representations and cluster assignments. JECL trains by minimizing the Kullback-Leibler divergence between the distribution of the images and text to that of a combined joint target distribution and optimizing the Jensen-Shannon divergence between the soft cluster assignments of the images and text. Regularizers are also applied to JECL to prevent trivial solutions. Experiments show that JECL outperforms both single-view and multi-view methods on large benchmark image-caption datasets and is remarkably robust to missing captions and varying data sizes.

Model Overview

Parameter Initialization: We initialize DNN parameters $\theta_X$ and $\theta_T$ with two stacked denoising autoencoders. We apply K-means to the initial embeddings to obtain initialized centroid set, $\mu_j$ and $\mu'_j$.

Soft Assignment: We model the probability of data point $i$ being assigned to cluster $j$ using the Student's t-distribution, producing a distribution $q_{ij}$ for images and $r_{ij}$ for text.

Cluster Alignment: We use the Hungarian algorithm to obtain the alignment between image clusters and text clusters.

Joint Target Distribution ($p_{ij}$): The joint target distribution aims to improve cluster purity and to emphasize data points with high assignment confidence.

Joint Overall Loss Function:

$$L_{JECL} = L_{\text{cluster}} + \gamma L_{\text{align}} + \beta L_{\text{reg}}$$

Results

JECL outperforms the state-of-the-art multi-view clustering and image-text representation learning models on benchmark datasets by significant margins. The ablation study also shows both distribution regularizer and distribution alignment improve the overall performance.

Robustness to Hyperparameters

JECL is generally robust to hyperparameter settings, while is the most stable and produces top results with $\lambda = 0.5$, $\beta = 0.1$, and $\gamma = 0.1$ among all datasets.

Robustness to Missing View

Experimental results on missing view scenarios. JECL is competitive with the state-of-the-art method, PIC, and outperforms DAIMC by a large margin on both datasets.

JECL's robustness to missing data is attributable to the model of the joint distribution: the images with text (orange) contribute more to the gradient than the images with missing text (blue).

Robustness to Data Size

JECL successfully separates semantically distinct clusters with clear boundaries between clusters.

JECL performance as data size decreases. The performance degrades when size ratio is below 0.5(500 data points in each class), while JECL still outperforms the state-of-the-art multi-view clustering methods, DMF-MVC and MLRSSC on varying data sizes.