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Ø Proposing a novel method for graph construction by extending each 
category with three types of semantic knowledge, the class 
description, the class hierarchy and the class knowledge in 
ConceptNet, to tackle the zero-shot text classification.

Ø The Graph Convolutional Networks is firstly introduced into the task 
of zero-shot text classification, to the best of our knowledge.

Motivation

Introduction

As a challenging task of Natural Language Processing(NLP), zero-shot text 
classification has attracted more and more attention recently. It aims to 
detect classes that the model has never seen in the training set. For this 
purpose, a feasible way is to construct connection between the seen and 
unseen classes by semantic extension and classify the unseen classes by 
information propagation over the connection.

Fig 1. The main solution for the zero-shot text classification

BackGround: Graph Convolutional Network

A graph can be formulated as                ,where            is the set of graph 
nodes,    is the set of graph edges, and             is the graph adjacency matrix.
Given a graph with    nodes and    input features per node,we represent the 
input feature matrix as             and the propagation rule is as follows:
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where              is the adjacency matrix with added self-connections,     is 
the  identity matrix,    is diagonal degree matrix with                . 
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Fig 2. Graph Convolutional Network

Graph Construction via Semantic Extension
As shown in Fig 3,three types of semantic node are considered,superclasses,
the nouns in the class description and related knowledge graph nodes in 
ConceptNet of each categories.

w e  o n l y  c o n s i d e r  f o u r  
r e l a t i o n s , i . e . ' / r / I s A ' , 
'/r/PartOf', '/r/AtLocation' 
and '/r/RelatedTo' in our 
semantic extension.  We 
rank the related nodes from 
high to low according to the 
weight given in ConceptNet 
and only the top ten nodes 
as the extended nodes.

Fig 3. An illustrations of semantic category 
extension

Fig 4.SEGCN consists of three stages: 1) The TextCNN-SE model is 
trained on the seen texts based on classification loss to obtain  the seen 
class classifiers which are regarded as the ground-truth; 2) The GCN takes 
word embeddings as inputs and outputs the textual classifier of each 
category based on the graph constructed by semantic category extension.  
3) Using the textual classifier of each category, we adapt the recognition 
model (top-left) into a new model (top-right) that can classify both the 
seen and unseen classes in a unified way.

Semantically Extended Graph Convolutional Network

Results and Discussion

Table 1.The classification results of different methods.We run all models 
10 Times and report the mean Accuracy.Con_nodes(w/o) means that graph 
construction without using related nodes in conceptnet of each category.

The classification results of different methods are presented in Table 1. It 
is shown that our proposed model outperforms all baselines in the overall 
accuracy. Specially, our model outperforms the most related method ISK-
ZSTC with 3.1% improvement for Dbpedia and 5.7% for 20news, which 
means that GCN is able to transfer knowledge well between different 
categories over the graph constructed by our semantic category extension.

We have presented an approach for zero-shot text classification by using 
semantic category extension. Based on the graph constructed by extension 
nodes and category nodes, we generate a textual classifier for each 
category with the special network of GCN, over which the extension nodes 
strengthen the knowledge transfer from seen to unseen classes. The 
experiments on two datasets show that the textual classifiers obtained by 
the GCN can improve the unseen and overall accuracy on both datasets 
with different unseen rates. Furthermore, we discuss the influence of 
different ways of semantic extension and their combinations. In the future, 
the advanced language understanding model, e. g. BERT can be taken into 
account to extract the text features.

Conclusion


