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This PowerPoint 2007 template produces an A0 

presentation poster. You can use it to create your 

research poster and save valuable time placing titles, 

subtitles, text, and graphics.  

 

We provide a series of online tutorials that will guide 

you through the poster design process and answer your 

poster production questions. To view our template 

tutorials, go online to PosterPresentations.com and 

click on HELP DESK. 

 

When you are ready to print your poster, go online to 

PosterPresentations.com 

 

Need assistance? Call us at 1.510.649.3001 

 
 

QUICK START 
 

Zoom in and out 
 As you work on your poster zoom in and out to 

the level that is more comfortable to you. Go 

to VIEW > ZOOM. 

 

Title, Authors, and Affiliations 
Start designing your poster by adding the title, the names of 

the authors, and the affiliated institutions. You can type or 

paste text into the provided boxes. The template will 

automatically adjust the size of your text to fit the title box. 

You can manually override this feature and change the size of 

your text.  

 

TIP: The font size of your title should be bigger than your 

name(s) and institution name(s). 

 

 

 

 

Adding Logos / Seals 
Most often, logos are added on each side of the title. You can 

insert a logo by dragging and dropping it from your desktop, 

copy and paste or by going to INSERT > PICTURES. Logos 

taken from web sites are likely to be low quality when 

printed. Zoom it at 100% to see what the logo will look like 

on the final poster and make any necessary adjustments.   

 

TIP: See if your school’s logo is available on our free poster 

templates page. 

 

Photographs / Graphics 
You can add images by dragging and dropping from your 

desktop, copy and paste, or by going to INSERT > PICTURES. 

Resize images proportionally by holding down the SHIFT key 

and dragging one of the corner handles. For a professional-

looking poster, do not distort your images by enlarging them 

disproportionally. 

 

 

 

 

 

 

 

 

Image Quality Check 
Zoom in and look at your images at 100% magnification. If 

they look good they will print well.  
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QUICK START (cont. )  
 

How to change the template color theme 
You can easily change the color theme of your poster by going 

to the DESIGN menu, click on COLORS, and choose the color 

theme of your choice. You can also create your own color 

theme. 

 

 

 

 

 

 

 

You can also manually change the color of your background by 

going to VIEW > SLIDE MASTER.  After you finish working on 

the master be sure to go to VIEW > NORMAL to continue 

working on your poster. 

 

How to add Text 
The template comes with a number of pre-

formatted placeholders for headers and 

text blocks. You can add more blocks by 

copying and pasting the existing ones or by 

adding a text box from the HOME menu.  

 

 Text size 
Adjust the size of your text based on how much content you 

have to present.  

The default template text offers a good starting point. Follow 

the conference requirements. 

 

How to add Tables 
To add a table from scratch go to the INSERT menu 

and click on TABLE. A drop-down box will help you 

select rows and columns.  

You can also copy and a paste a table from Word or another 

PowerPoint document. A pasted table may need to be re-

formatted by RIGHT-CLICK > FORMAT SHAPE, TEXT BOX, 

Margins. 

 

Graphs / Charts 
You can simply copy and paste charts and graphs from Excel 

or Word. Some reformatting may be required depending on 

how the original document has been created. 

 

How to change the column configuration 
RIGHT-CLICK on the poster background and select LAYOUT to 

see the column options available for this template. The 

poster columns can also be customized on the Master. VIEW > 

MASTER. 

 

How to remove the info bars 
If you are working in PowerPoint for Windows and have 

finished your poster, save as PDF and the bars will not be 

included. You can also delete them by going to VIEW > 

MASTER. On the Mac adjust the Page-Setup to match the 

Page-Setup in PowerPoint before you create a PDF. You can 

also delete them from the Slide Master. 

 

Save your work 
Save your template as a PowerPoint document. For printing, 

save as PowerPoint or “Print-quality” PDF. 

 

Print your poster 
When you are ready to have your poster printed go online to 

PosterPresentations.com and click on the “Order Your Poster” 

button. Choose the poster type the best suits your needs and 

submit your order. If you submit a PowerPoint document you 

will be receiving a PDF proof for your approval prior to 

printing. If your order is placed and paid for before noon, 

Pacific, Monday through Friday, your order will ship out that 

same day. Next day, Second day, Third day, and Free Ground 

services are offered. Go to PosterPresentations.com for more 

information. 
 

Student discounts are available on our Facebook page. 
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Multi-scale 2D Temporal Network: The Multi-scale 2D Temporal Network 

takes an the basic video and text representation as input, and outputs 𝑁𝑠 × 𝐾 

segment proposals and corresponding alignment scores. 𝑁𝑠 is the number of 

scales, and 𝐾 is the number of selected segment proposals in each scale.  

Multi-scale 2D temporal feature map: Multi-scale temporal sampling on the 

untrimmed video                . Specifically, we first segment it into small video 

clips. Each video clip consists of 𝑇 frames. Then, we repeatedly sample the 

video clips with 𝑁𝑠 intervals. After j-th sampling, we get 𝑁𝑗  video clips, and 

the original video would be converted to                    , where 𝑆𝑖
𝑗
 is the sampled 

clips. Further more, we extract the deep 3D CNN feature of each clip as 

mentioned before, denoted as                . To get a more compact representation, 

we pass the extracted feature through a fully-connected layer with 𝑑𝑣 output 

channels. For the i-th video segment sampled in j-th scale, the final 3D feature 

is          , where 𝑑𝑣 is the feature dimension. The video feature of moment 

candidate is:  

 

 

The multi-scale 2D video feature could be defined as                          . 

By duplicating text embedding, multi-scale text feature is                               . 

The final cross-modal multi-scale feature are fused by the Hadamard product, 

formulated as: 
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Motivation: First, most existing weakly-supervised methods resort to 

projecting the text features and video features of moment candidates into some 

learned unified space, and then calculate the alignment score of candidates with 

text query, the larger score indicates the higher probability to be the result. 

However, these methods process each moment candidate individually, thus the 

relations between video moments are inevitably neglected. Second, the present 

weakly-supervised moment retrieval methods generally overlook the fact that 

the variance of temporal scale of video moments is also an important influence 

factor for moments localization. 

Institute of Automation, Chinese Academy of Sciences 
Horizon Robotics, Beijing 

Ding Li, Rui Wu, Yongqiang Tang, Zhizhong Zhang, Wensheng Zhang 

Multi-scale 2D Representation Learning for weakly-
supervised moment retrieval 

Multi-scale 2D Representation Learning 

Framework of Multi-scale Representation Learning for weakly-supervised moment retrieval 

Conclusion 

In this work, we focus on the task of video moment retrieval without 

manually labelling the start and end time points of moments in training. We 

address the motivation of considering the various temporal scale of moment 

candidates as well as the temporal relations between, and propose a multi-

scale 2D representation learning method, including multi-scale 2D temporal 

network and weakly-supervised moments evaluation module with RG-BCE 

loss. The multi-scale 2D temporal map could generate more precise moment 

candidates with various temporal scales, and moment-to-text reconstruction 

facilitate the weakly-supervised training in moments evaluation. Experiment 

results on the Charades-STA and ActivityNet Captions datasets demonstrated 

the effectiveness and superiority of our proposed approach. 

Moments Evaluation Module 

Moments Caption:  
Observing that the only annotation of this task is the text query, we design 
the caption module and make the whole model trainable. 
 
 
 
 
 
 
 
 
 
 
 
Moments Evaluation:  
Owing to the lack of temporal boundary annotations, we are not able to 
compute the tIoU between moment candidates and truly-matched 
moments. Thus, we generate the pseudo labels for further training of the 
evaluation module. 
Pseudo label generation: 
 
 
 
 
 
Loss functions: 
Reconstruction Loss:  
 
Reconstruction-guided binary cross-entropy loss (RG-BCE loss): 
 
 
 
 

Problem Definition & Basic Representations 

Problem Definition: Given a video denoted as 𝑉 = 𝑣𝑖 𝑖=1
𝑁𝑣  and a sentence 

𝑇 = 𝑡𝑖 𝑖=1
𝐿  as text query, we aim to automatically retrieve the most relevant 

video segment according to the query. 𝑁𝑣 is the number of the frames of the 
video, and 𝐿 is the length of the sentence. Specifically, we can get the best-
matched moment 𝑀 = 𝜏𝑠, 𝜏𝑒 , where 𝜏𝑠, 𝜏𝑒 are the indices of start and end 
frame respectively. Note that there is no need to have access to the temporal 
boundary annotations of video moments in the training time. 
Basic Video and Text Representation: We first split the whole video into 
several video clips, then each video clip would be used as the input of a 
pretrained 3D CNN model. The text encoder includes the word embedding 
and LSTM network. We use GloVe word2vec model to extract the word 
embedding of each word in the input sentence. 
We utilize the multiple fixed intervals to sample frames from the original 
video, which facilitates the construction of the multiscale 2D map. The spatio-
temporal feature are extracted by the pre-trained 3D CNN model, and then 
passed through a fully-connected layer with 𝑑𝑣 output channels. 

The final text feature are extracted as 𝑓𝑇 ∈ 𝑅𝐿×𝑑𝑇
, which encodes the input 

text query. 
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The Caption Module for reconstruction of the text query 
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