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Not all domains are equally complex: Adaptive Multi-Domain Learning
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Proposed Method

We propose an adaptive
parametric neural network
architecture for  multi-
domain learning, where
the complexity of the
architecture for a specific
domain depends on the
level of complexity of each
domain.
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