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Randomized Transferable Machine

Background and Motivation

Motivation and Key Idea

• Problem: unsupervised domain adaptation

• Objective: propose a new transfer model learning strategy that boosts the conventional transfer model learning

• Method: propose a randomized transferable machine

• Enlarge the source training population by random corruptions so that the small divergence can be well covered.

• The truly Domain-invariant feature

is hard to achieve.

Randomized Transferable Machine (RTM)

• Linear logistic regression model:

 Domain divergence metric is not unique.

 Zero-valued domain divergence is ideal

• The conventional transfer model learning strategy, i.e., train a transfer model using source new features, is problematic 

as small divergence still exists across domains.

• Propose a marginalized solution to simulate the infinite corruption case without conducting any corruption.

Empirical Evaluations

• The objective function:

• Assuming J different versions of corruptions:

• Using trace form and simplifying notations:

• Setting J to infinite:

• The closed form solution is:

• With the dropout noise:

• RTM is superior to the conventional transfer model using

new feature representation learned from subspace methods.


