Probabilistic Word Embeddings in Kinematic Space
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Motivation Kinematic Space Wrapped Normal Distribution In deS;
1. Hierarchical data benefits from Hyperbolic space. 1. An auxiliary Lorentzian geometry inspired by Theoretical Physics [1] and Integral Geometry [4]. 1. Sampling a vector v from the Gaussian distribution A (0, 32) defined over R™.
2. Powerful mathematical formalism that can transform geometrical information such as geodesic 2. Parallel transporting v from the tangent space o to the tangent space of new point u to obtain j
distance and exponential map from one space to another. by using the formula, -
Ky, u)r
PT, — 3
osu(v) =v+ T+ Ko u>£(0+ u) (3)

3. Map the point j to the manifold using the exponential map at u given by

sinh(V K| v][)

exp,(v) = cosh(VK]||v||p)x + v (4)
> Using - VE|v|[c
Nickel-Kiela, 2017 3 HOW' USIng
| To calculate the probability density of Gyes, (1, 2),
2. Can probabilistic inference problems benefit from appropriate geometric biases? Yes! Crofton’s Formula log g(z) = log g(v) — (n — 1) log (Smﬁl' }jH) (5)
. . . J
Wrapped Normal Distribution . o | L
PP where, log g(z) is the wrapped normal distribution and log g(v) is the normal distribution in tangent

1 2T +00 .
_ - pace of o.
1. Wrapped Normal Distribution - Gaussian-like distribution but constructed on the Lorentz Length = 4/0 do /_OO n(0, )l (1)

Model of hyperbolic geometry [2]. Application - Probabilistic Word Embeddings in Kinematic Space

2. Construct Gaussian-like distribution on the tangent space at ug = 0. Use Parallel Transport and Le.ngth o curve catl be re-m.terpreted =5 el e irtarseating Nnes ligespesicsl. Tiespree of
oriented geodesics - Kinematic space.

Exponential Map to map to a Riemannian manifold. T\ U |
| /E(C M) =V, V) ................. A
oooooo E(C; MJ) v(k)v (k)dk
Parallel Transport Exponential Map d@SQ A \ y
u=PT, () z = exp,(u) ¥ /V(xu )N (s )
The de Sitter space is a maximally symmetric, Lorentzian manifold with constant positive Ny / ......................

curvature. Let deSo be the (d + 1) dimensional de Sitter space in the (d + 2) dimensional

Minkowski space M visualized as a single sheeted hyperboloid with pseudo-radius X given by

_2(2) 4 z% 4 Z% +o 22 =X= L The induced distance function is given by Table 1. We compare our probabilistic word embedding framework with [5] and [2] which also maps word
representations to a density on the WordNet-Noun hierarchy dataset.
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Upper-half plane model

Fig Credits: [2], [Nickel-Kiela, 2017].
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1. Map lexically distributed representations to density, instead of point vectors. Table 2. We compare our proposgd method and the hyperbolic version [2] with the deterministic embeddings
2. Gaussian-like distribution constructed on the Lorentz Model. de Sitter space (deS,) as the Kinematic Space framework proposed by authors in [3] on the WordNet-Noun dataset
TE " " oincaré [3] erbolic urs
PrObaILIStIC word Em beddlngs Dimension Ranl:k) lc\g/IAP Ranlzyp i II\/IAP Rank 2 MAP
. , . 5 4.9+ 0.00 |0.823 £0.00/90.81 +8.01/0.20£0.01/4.23+£2.98 0.53+0.13
1. We propose to use Poincaré upper half plane model (Hg; p) of hyperbolic geometry to construct 10 |402:£000| 08514000 |1567:+475053£007| 1432001086 £0.12
GaUSSIaﬂ‘llke dIStrlbUthﬂ 50 3.984+0.00] 0.86+0.00 | 4.84+0.95 |0.74+0.01/1.50+0.23/0.97 +0.00
/ M) = ( 2. Rarely considered in literature - Computationally Intractable.
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