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Abstract: Imaging anisotropy poses a critical challenge in applying deep learning models to 3D 
medical image analysis. Anisotropy downgrades model performance, especially when slice spacing 
varies significantly between training and clinical datasets. We propose a transformer-based model to 
tackle the anisotropy problem. It is adaptable to different levels of anisotropy and computationally 
efficient. Our model outperforms baseline models in 3D lung cancer segmentation experiments. 

 
Architecture of the transformer Layer 

 

 

 

 

Developed by Vaswani et al. [1] 
Use queries and keys to capture the 
correlations between the slides. 
The new feature map of each slice is a 
weighted sum of its feature map and 
those of its neighboring slices. 
Use Positional Encoding (PE) to inject 
information about the sequence order. 

	



 

 
 
 
 

 
Segmentation results on models trained on the original dataset 

 

 
Segmentation results on models trained on re-sliced dataset 
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Experiment dataset is the lung cancer 
segmentation dataset from the Medical 
Segmentation Decathlon [2], including 
20,707 lung CT slices from 63 subjects. 
Besides the original dataset, we created 
another dataset by re-slicing the 
original dataset into the same voxel 
spacing. Hence, we have two dataset of 
different distribution of voxel spacing.  
By testing the models on the original 
test data, we can compare the ability to 
adapt to variable spacing. 

	

The result confirms that our 
transformer-based model outperforms 
the baseline models on both datasets. 
Comparing the results in the two 
tables, one sees performance drop: 
3D U-Net>LSTMUNet>TSFMUNet 
The model trained on images with 
smaller inter-slice spacing will assume 
a tighter relationship between slices 
and the 3D kernels will have greater 
interaction between features from 
different slices. 

	


