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Video anomaly detection refers to detecting abnormal activities
or events in a scene. Since it is very challenging to collect and label 
examples of all possible types of abnormal events in a scene, video 
anomaly detection is usually solved as an unsupervised learning task, 
namely, training model with normal data for the objective of detecting 
outliers.
We propose a deep probabilistic model (named GMM-DAE) to transfer 
this task into a density estimation problem where latent manifolds are 
generated by a deep denoising autoencoder and clustered by 
expectation maximization. Evaluations on several benchmark datasets 
show the strengths of our model, achieving outstanding performance 
on challenging datasets.

Intro

Figure 1: The proposed GMM-DAE model. An object detector is applied to generate 
patches. A dynamic image is computed by approximate rank pooling for motion info 
collection. Two denoising autoencoders (DAE) are trained to reconstruct data. Low-
dimensional manifolds are clustered with two Gaussian Mixture Models (GMM). The final 
anomaly score is computed by fusing the reconstruction errors and latent likelihoods.

Model: Overall

Figure 2: Architecture of the DAE in the GMM-DAE 
model. CONV: convolutional layer. BN: batch 
normalization.

𝑿: 𝑛 uncorrupted images.
෡𝑿: 𝑛 output images.                                          
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2: ℓ2-regularization on the weights by a factor 𝛽.

Model: Denoise to Reconstruct

Training to Reconstruct Training to Estimate Density

KMeans++ to Initialize 
Gaussian Mixture 

𝑁 𝜙1, 𝜇1, Σ1 , 𝑁 𝜙2, 𝜇2, Σ2 , ⋯ ,

𝑁 𝜙𝑘, 𝜇𝑘, Σ𝑘

M-Step to Update Gaussian 
Mixture into 

𝑁 ෠𝜙1, Ƹ𝜇1, ෠Σ1 , 𝑁 ෠𝜙2, Ƹ𝜇2, ෠Σ2 , ⋯ ,

𝑁 ෠𝜙𝑘, Ƹ𝜇𝑘, ෠Σ𝑘

E-Step to Compute 
Posterior Likelihood 𝛾𝑖𝑗

𝑃𝑆𝑁𝑅 𝑥, ො𝑥 : Reconstruction accuracy.
𝑃 𝑧 : Likelihood of latent representation 𝑧.
𝐴 𝑥𝑡 : Anomaly score of frame patch 𝑥𝑡.
𝐴 𝐼𝑡 : Anomaly score of frame 𝐼𝑡.
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Table 1: Frame-level 
AUROC curve (%) 
comparison with 
other baseline 
models, on three 
benchmark datasets 
(Higher is better). 
Current SOTA 
performance is 
indicated in bold text. 
(Please find all 
references in the 
manuscript)

Table 2: Frame-level AUROC curve (%) 
on the UCSD Ped2 dataset using 
different components of the proposed 
GMM-DAE model. O*: Frame patch; D*: 
Dynamic frame patch; *P: PSNR value; 
*L: Likelihood value.

Figure 3: Performance analysis on 

the UCSD Ped2 dataset. Higher 

anomaly score indicates more 

abnormal events happening. Blue 
areas indicate ground truth 
abnormal frames. Red boxes 
indicate correct detections. 
Activities from left to right in the 
first row: cycling, vehicle moving, 
skateboard riding & cycling.

Figure 4: Distribution of the generated manifolds based 
on the normalized anomaly scores using PSNR values 
(left: OI+PSNR) and latent likelihood values (right: OI+LL) 
on the UCSD Ped2 test videos. Each color represents a 
range of anomaly scores.


