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Introduction Methodology Results
Ø Background

• Most studies concentrate on data augmentation, 
model structure or loss function to improve the 
model ability in deep supervised learning, rather 
than target label distribution;
• Soft label may better than hard label: one-hot or 
other form of hard label leads to over-confidence; 
Label smoothing and Mixup show the excellent 
performance of soft label;
• Better labels can reduce the impact of noise label 
or long-tail data which are common in practical 
application;

Ø Problem
How to get even better target label distributions?

Ø Contribution
• We point out the shortcomings of hard label 
distribution: (a) the risk of over-confidence, (b) 
easily affected by noise annotation and (c) lost 
intra-class and inter-class association;
• We propose a new regularized strategy of 
generating soft target label distribution: Stochastic 
Label Refinery (SLR);

Ø Overall training pipeline of SLR 

Ø Details of each SLR round

1. randomly k-fold split the data to train k models;
2. inference them in k-fold validation data respectively to get out-
of-fold(oof) pseudo-label; (E step)
3. use oof pseudo-label to refine the target label distribution by 
weighted average; (M step)
4. repeat from 1.

Ø SOTA in DeepDR Diabetic Retinopathy Dataset

Ø  Performance on Plant Pathology Dataset


