
• Few-shot classification aims to recognize unlabeled sam
ples from unseen classes given only a few labeled sampl
es.

• Metric-based methods learn to represent image data in a
n appropriate feature space and use a distance metric to
predict image labels.

• These approaches all extract features from samples inde
pendently without looking at the entire task as a whole,
and so fail to provide an enough discrimination to featur
es.
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Introduction

Methods
• Our method exploits the semantic relevance between ins

tance features in a task to highlight the discriminating fe
ature dimension.

• We introduce a Task-Relevant Channel Attention Mod
ule to model bi-level context, including instance-level c
ontext and set-level context. Then we use the set-level c
ontext to guide the generation of task-relevant channel a
ttention for each support and query examples.

Experiments & Visualization Analysis

Task-Relevant Channel Attention Module

Conclusion
In this paper, we propose the Task-Aware Attention Netwo 
rk, a more effective and robust deep metric network with at 
tention mechanism for few-shot learning. Our method can a 
daptively select the most relevant channels and generate mo 
re discriminative features for the target task. 

• The Task-Aware Attention Network consists of three mo
dules: an embedding module, a task-relevant channel atte
ntion module and a classification module.

• The Squeeze Layer firstly generates the channel represen
tation for each instance, which is treated as instance-level
channel attention.

• Then, the Attention tran
sformer helps to transfor
m channel representation
to task-level channel atte
ntion by looking at all su
pport classes.
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