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Introduction

Few-shot classification aims to recognize unlabeled sam
ples from unseen classes given only a few labeled sampl
es.

Metric-based methods learn to represent image data in a
n appropriate feature space and use a distance metric to
predict image labels.

These approaches all extract features from samples inde
pendently without looking at the entire task as a whole,
and so fail to provide an enough discrimination to featur
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Our method exploits the semantic relevance between ins
tance features in a task to highlight the discriminating fe
ature dimension.

We introduce a Task-Relevant Channel Attention Mod
ule to model bi-level context, including instance-level ¢
ontext and set-level context. Then we use the set-level ¢
ontext to guide the generation of task-relevant channel a
ttention for each support and query examples.
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Task-Relevant Channel Attention Module

The Squeeze Layer firstly generates the channel represen
tation for each instance, which is treated as instance-level
channel attention.
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to task-level channel atte
ntion by looking at all su
pport classes.
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The Task-Aware Attention Network consists of three mo
dules: an embedding module, a task-relevant channel atte
ntion module and a classification module.
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Model Backbone 1-shot 5-shot 1-shot 5-shot
Model-based
Meta-learner LSTM [2] ConvNet4 4344 £077  60.60 £ 071 - -
Meta-SGD [27], reported by [19] ConvNet4 5424 £ 003 70.86 £ 004 6295+ 003  79.34 & 0.06
SNAIL [15) ResNet-12 5571 4 0.99  68.88 + 092 - -
Optimization-based
MAML [16] ConvNetd 4870 £ 175 63.15 £ 091 5167 + 1.81 7030 & 1.75
Cosine Classifier (4] ResNet-12 5543 + 081 77.18 £ 061 6149 + 091 8237 & 0.67
MTL [24] ResNet-12  61.20 & 1.80  75.50 £ 0.80 - -
LEO [19] WRN-28-10  61.76 £ 008 77.59 + 0.12 6633 = 0.05  81.44 £ 0.09
MetaOptNet [20] ResNet-12 62,64 + 0.61  78.63 £ 046 6599 + 072  81.56 + 0.53
Metrics-based
Maiching network [¢] ConvNetd4  43.56 + 0.84 5531 + 0.73 - -
Relation network [10], reported by [20] ConvNetd  50.44 £ 0.82 6532+ 070 5448 +£093 71324078
Prototypical network [V, reported by [20] ~ ConvNet-4  49.42 £ 078  68.20 £ 066 5331 + 089  72.60 & 0.74
TADAM [21] ResNet-12 585403 767 £03 - -
Cross Attention network [29] ResNet-12  63.85 £ 048  79.44 + 034 69.89 + 0.51  84.23 £ 037
CTM [0 ResNet-I8  62.05 + 055  78.63 + 006 6478 + 0.11  §1.05 + 052
CTM, data augment [30] ResNet-18  64.12 £ 082 8051 + 013 6841 + 039  84.28 + 1.73
Baselines
Classifier-Baseline 1] ResNet-12 5891 +023 7776+ 0.17 6807 + 026 83.74 + 0.18
Meta-Baseline [31] ResNet-12  63.07 +£ 023 7926 + 017 6862 + 027  83.29 £ 0.18
Prototypical Network (re-implement) ResNet-12 59.88 £ 045 78.50 £ 033 6565+ 033 8340 £0.13
Ours: TAAN ResNet-12 6648 + 045  81.40 + 0.31 7007 + 051  84.56 + 0.35
SL
A— AT l-shot  S-shot
self-attention ~ avg-pool  max-pool
@) - - - - 62.67  78.20
(ii) v v v - 6356 7956
(iii) v - - v 65.79 81.05
- v - v 65.83 81.02
- - v v 6538 8LII
(iv) v v v V6659 8154

Conclusion

In this paper, we propose the Task-Aware Attention Netwo
rk, a more effective and robust deep metric network with at
tention mechanism for few-shot learning. Our method can a

daptively select the most relevant channels and generate mo

re discriminative features for the target task.
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