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Abstract

» There are two drawbacks In current existing local explanations. Perturbed samples ignore the Intrinsic features
correlation. Moreover, most existing methods assume the decision boundary Is locally linear.

» We design and develop a novel, high-fidelity local explanation method to address the above challenges.
KLFDS: Kernel-based LIME with Feature Dependency Sampling.
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explanation model Experi ments

) Ol contains three vertices, and every two vernices adjacent.
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» Perform various experiments to explain the Google’s pre-trained Inception
neural network on Imagenet database.

» Compared with LIME in term of interpretability and fidelity, KLFDS has
better performance in explaining classification.

Problems:

» Most existing methods assume the decision boundary is locally
linear.

* This may produce serious errors as in most complex networks, the local
decision boundary is non-linear.

Proposed method

The super-pixels explanations by KLFDS

KLFDS: Kernel-based LIME with Feature Dependency Sampling
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» Design an unique local sampling process which Incorporates the LIME Peastie = 0.7646 0.9857 0.2211 0.3219
feature clustering method to handle the feature dependency HLFDS 0.7633 00012 0.896
oroblems LIME Pyawi = 0.6076 0.8129 0.2053 0.4662
' KLFDS 0.6066 0.001 0.9803
» Convert the super-pixel image into an undirected graph LIME Pappie = 0.9943 1.3028 0.3085 0.5763
. Perturbed i fion is f lized i t fructi KLFDS 0.9931 0.0012 0.8118
erbt:r ed Sampiing operaton IS 1ormaiiZzed as Cilligue Set construction L IME P 02886 0.5133 0.2248 0.4644
probiem KLFDS 0.288 0.0005 0.5890
» Adopt SVR with kernel function to approximate nonlinear boundary. LIME  Pnagpie = 09462 1.2854 02655 03602
KLFDS 0.945 0.0010 0.7955
Algorithm 2 Kernel-based LIME with Feature Dependency Sam- LIME — Pstrawverry = 09797 1.519 0-5994 0.5299
pling (KLFDS) KLFDS 0.9784 0.0013 0.8282
I?fq[".rf' CIE.EE”.:Er _iF I“E[ﬂﬂ'l:e T LIME Pliner = 0.9669 1.2422 02753 06341
I: get interpretable presentation of 2’ (e.g. superpixel image for image and KLFDS 0.9657 0.0012 0.8414
hﬂ_g of word for text) LIME Pyatcn = 0.9495 1.0169 0.0674 0.5834
2 get f(x') by classifier f KLFDS 0.9483 0.0013 0.9980
3 incorporate the feature clustening method mnto sampling process to LIME P oiinge = 0.9710 1.3556 0.3846 0.3949
activale a subset of features KLFDS 0.9704 0.0006 0.8872
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&: get z by recovenng z'
T: Z—Z Uz, flz), mel(2)) COnCIUSIOn _
& end for » By simultaneously preserving feature dependency and local
% use kemel function to Erq]ect data points into higher dimensional feature ) ] ] ] <
space: g, w) = -0 wik(z — ') non-linearity, KLFDS produces high-interpretability and
1k use the support mE:n:tn:nr regression to search for a hyperplane Sl £ - -
1 return ot coaffoio high-fidelity explanations.




